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Performance Comparison between Simple and
Adam-Eve-Like Genetic Algorithms in Optimal
PMU Placement Problem

Mohammad Shahraeini Reza Soltanifar
Department of Electrical Engineering  Department of Electrical Engineering
Golestan University Golestan University
Gorgan, Iran Gorgan, Iran
m.Shahr@gu.ac.ir Reza.sltl@yahoo.com
Abstract

In this research, the Adam-Eve algorithm is inves-tigated, and its performance is compared
with the simple genetic algorithm. The simple genetic algorithm is the simplest type of genetic
algorithm in which the population size is constant, and the probability of mutation and
crossover in it does not change over different generations. Adam-Eve algorithm is one of
the adaptive algorithms that the number of population and rates of mutation and crossover
in it are variable. In this research, both algorithms are implemented, and they are used
to solve the phasor measurement unit placement problem in the power system. The
simulation results show that the probability of achieving global optimal in the Adam-Eve
algorithm is higher, although the convergence speed of this algorithm decreases.

Index Terms—Simple Genetic Algorithm, Adaptive Genetic Algorithm, Adam-Eve
Genetic Algorithm, Optimal PMU Place-ment.
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An Automatic Method for Image Steganography
Using Jensen Similarity Criterion

Masoud Khouri Saeed Hassani
Faculty of Computer Engineering Faculty of Computer Engineering
Shahrood Shahrood
University of Technology, Shahrood Iran  University of Technology, Shahrood Iran
Masoud_Khouri@yahoo.com Hassanisaeed19@yahoo.com

Abstract

Steganography, an important component of security systems, plays an essential role
in the information security mechanisms. Among various types of steganography,
image steganography has attracted lots of attention in the academic community.
Despite the increasing development of the image steganography solutions, there are
still some concerns about their level of security. In this paper, we propose a new image
steganography scheme which is based on Least-Significant-Bit (LSB) substitution
and Jensen Similarity Criterion. The proposed method first divides both the LSBs of
the input image and the bitstream of the secret message into several blocks. Then, our
method employs the Jensen similarity criterion over each block of the message and
the reversed message to choose its closest block in the image. We repeat these
operations by changing of scroll type of bits in the image until the highest PSNR is
obtained. Finally, each secret message block is hidden into its corresponding image
block selected in the previous step. Our experimental results show that our approach
achieves a very high level of hiding capacity. Moreover, the results demonstrate that
our approach provides around 4.5% higher visual quality compared to the state of the
art methods and measured by the Peak Signal-to-Noise-Ratio (PSNR).
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A Modified Evolutionary Method for Multi-Area
Dynamic Environmental Economic Dispatch
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Abstract

Dynamic economic dispatch attempts to find the most cost-effective combination of power
generation units at different time intervals while meeting operational constraints. However,
most economic dispatch programs do not meet environmental expectations. Therefore,
balancing power generation costs with environmental concerns is a significant challenge that
has recently attracted significant study attention in the power system. This paper introduces a
novel approach for solving the Multi-Area Dynamic ED (MADED) problem in the presence
of practical constraints such as valve-point effect, prohibited operating zones (POZs), and
ramp-rate limitations. Generation cost and emissions are considered as objective functions in
this study. The proposed multi-objective problem is solved using the modified Particle Swarm
Optimization (MPSO) algorithm, which is presented and put into practice. A ten-unit, three-
area system is used to expound on the performance and accuracy of the suggested technique.
The results obtained are compared with those from the literature to show the applicability of
the suggested approach.
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Machine learning approach for non-intrusive load monitoring in
smart grids: new deep learning method based on long short-term
memory and convolutional neural networks

Sobhan Naderina
System Power and Energy (SPE) Department,
James Watt School of Engineering (JWSE)
University of Glasgow
Glasgow, United Kingdom

Abstract

Non-intrusive load monitoring (NILM), is a single-input blind source discrimination problem, aims to
transform the mains user electricity consumption into appliance level measurement in smart grids. New
approach for NILM has been proposed in this article that uses combination of long short-term memory
(LSTM) networks and convolutional neural networks (CNN). Deep neural networks have been shown a
significant solution for these types of problems because of their computation power and huge number of
trainable parameters. Proposed hybrid method could significantly increase the overall accuracy of NILM,
because it benefits from both deep networks’ advantages. It applies sequence to sequence learning, which
predefined window of the consumption is fed as an input and the output is a window of the specified
appliance consumption data. The proposed deep neural network method has been applied to real-world
household energy data set “REFIT”. In this study the REFIT data set has been used, and electricity
consumption data of 20 households with nine appliances measured at 8-second intervals. The electricity
usage data have been recorded regularly over a two-year period for 20 households located in the UK.
The proposed method achieves significant performance, improving accuracy, F1-score and estimated
energy measures by 95.93%, 80.93% and 93.67%, respectively that validates accuracy and performance.
Comparison of the proposed method's results and recently published studies has been presented and
discussed based on accuracy, number of considered appliances and the size of the deep neural network’s
trainable parameters. The proposed method shows remarkable performance compared to past studies.
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Comparison of Meta-Heuristic Algorithms for
Solving Dominating Set Problems in WAMS Design
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Abstract

Wide area measurement system (WAMS) integrates new digital metering devices (e.g. PMUSs), and
modern and high speed communication systems to measure the parameters of the network in wide
geographical area. In a WAMS, measuring de- vices like PMUs form a measurement infrastructure
that gathers raw data from the grid, while a communication infrastructure should be implemented
to transmit such data to the control center(s). Due to the importance of WAMS in the operation
of smart grids and also the high price of its implementation, the design of WAMS has been one of
the research fields of interest in recent years. As WAMS consists of two different infrastructures, i.e.
measurement and communication, there are three different approaches to WAMS design: separated,
sequential, and com- prehensive. The comprehensive method means the simultaneous design of two
WAMS infrastructures in the form of a general optimization problem, whose its complex network
equivalent is finding the minimum connected dominant set (MCDS). In this paper, in order to
compare the performance of meta-heuristic algorithms in comprehensive WAMS design (i.e.,
finding the MCDS for a power graph), a new algorithm based on the ant colony optimization
and a pheromone maodification technique is proposed. Through simulations for three IEEE test cases,
we have shown that the proposed algorithm brings %17-%25 saving in the investment cost in
comparison with previous algorithms.
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Application of Machine Learning Techniques In
Phased Array Antenna Synthesis

Mohammadreza Ghaderi Nasrin Amiri
Department of Electrical Engineering Department of Electrical Engineering
Islamic Azad University, South Tehran Brunch Islamic Azad University, South Tehran Brunch
Tehran, Iran Tehran, Iran
st mr_ghaderi@azad.ac.ir n_amiri@azad.ac.ir
Abstract

In this article, we investigate and review the application of artificial intelligence (Al)
in phased array antenna (PAA) synthesis. PAA design and optimization under
practical constraints is a critical issue. In conventional methods of PAA synthesis, the
elements of array are considered isolated without considering the destructive effects
of mutual coupling or the effects of mounting-platform. Therefore, the obtained
results are not useful in practice. In addition, PAA synthesis by conventional
electromagnetic models is difficult and has high error in some cases due to the
required computational resources and long simulation time. Using machine learning
(ML) techniques in PAA synthesis is a way to overcome these challenges. In this
article, we investigate and review ML techniques in PAA synthesis and show how the
use of ML techniques leads to the optimization of PAAs in telecommunication
systems.
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Monitoring and Evaluation of Wind Turbines Status
Based on SCADA and ADSP Data Analysis

Hamidreza. Amiri
Electricity power distribution company
Sari, Mazandaran, Iran
hamidrezaamiry@yahoo.com

Abstract

The role of control and monitoring components in any system is unavoidable. In this
regard, wind turbine farms need control and monitoring units to reduce potential costs
and increase reliability. Monitoring units of wind turbines use input data to monitor
all parts of the farm on a full-time basis and send some operational commands to the
system as needed. Regardless of the type of commands and the type of monitoring,
the commands received by the system require complete information and accurate
processing of the status of the turbine. As a result, in this study, we review and
compare the SCADA and ADSP data analysis methods for monitoring the status of
wind turbines. First, each method is evaluated individually, then the advantages and
disadvantages of the two methods are compared, and finally, recommendations are
given for using the methods in different situations in order to realize the highest
reliability.
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Using Group Deep Learning and Data Augmentation in
Persian Sentiment Analysis

Ali Nazarizadeh Touraj Banirostam
Department of Computer Department of Computer Minoo Sayyadpour
Engineering, Central Tehran Engineering, Central MSc Student, Kharazmi
Brunch, Islamic Azad Tehran Brunch, Islamic University
University Azad University Tehran, Iran
Tehran, Iran Tehran, Iran std_minoosayyadpour@khu.ac.ir
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Abstract

Sentiment analysis is one of the most important areas in natural language processing,
which investigates people's opinions on products, services and various events. The
number of papers published on Persian sentiment analysis is much less than other
languages such as English, and this made our research in Persian and use different
approaches to increase the accuracy of Persian sentiment analysis. In this research,
Group Deep Learning and Data Augmentation approach has been used to classify
emotions in Persian, which has not been used in any previous research to analyze
Persian emotions. After applying Data Augmentation technique and using Group
Deep Learning approach for classification, we achieved 96.5% accuracy in Persian
sentiment analysis.
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Det-SLAM: A semantic visual SLAM for highly
dynamic scenes using Detectron2

Ali Eslamian Mohammadreza Ahmadzadeh
Department of Electrical and Computer Department of Electrical and Computer
Engineering Engineering
Isfahan University of Technology Isfahan University of Technology
Isfahan, Iran Isfahan, Iran
a.eslamian@ec.iut.ac.ir Ahmadzadeh@iut.ac.ir

Abstract

According to experts, Simultaneous Localization and Mapping (SLAM) is an intrinsic
part of autonomous robotic systems. Several SLAM systems with impressive
performance have been invented and used during the last several decades. However,
there are still unresolved issues, such as how to deal with moving objects in dynamic
situations. Classic SLAM systems depend on the assumption of a static environment,
which becomes unworkable in highly dynamic situations. Several methods have been
presented to tackle this issue in recent years, but each has its limitations. This research
combines the visual SLAM systems ORB-SLAMS3 and Detectron2 to present the Det-
SLAM system, which employs depth information and semantic segmentation to
identify and eradicate dynamic spots to accomplish semantic SLAM for dynamic
situations. Evaluation of public TUM datasets indicates that Det-SLAM is more
resilient than previous dynamic SLAM systems and can lower the estimated error of
camera posture in dynamic indoor scenarios.
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Fuzzy-based Deep Reinforcement Learning for Frost
Forecasting in loT Edge-enabled Agriculture

Mohammadsadeq Garshasbi Niloufar Pakzad Afshar
Tehran Institute of Technology Iran Telecom Research Center
ms.garshashi@gmail.com n.pakzad@itrc.ac.ir
Abstract

The critical impacts of climate change on agriculture can reduce agricultural
productivity and surge prices. With the current issues in the agricultural sector,
agricultural engineers have studied the advent of cyber-physical systems to handle
these problems, especially in frost forecasting for crop management. This paper
discusses the concepts of frost forecasting in smart agriculture and designs a three-
layer infrastructure for smart farming equipped with the Internet of Things (loT)
technology. In addition, a novel Fuzzy-based Deep Reinforcement Learning (FDRL)
is proposed to predict frosts in loT-enabled agriculture. We use a dataset that includes
five years of climate conditions of Khalkhal city in northwest of Iran in order to
evaluate the performance of the proposed approach. The obtained results from
implementations are assessed based on different metrics, such as Mean Absolute
Error (MAE) and F-score, and compared with other Machine Learning (ML)
algorithms. The results show the outperformance of FDRL compared to different ML-
based algorithms.
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Validating TTGO T-Wristband Smart Band for the Lee
Silverman Voice Treatment-BIG and Functional Activities

Ehsan Partovi Mehdi Ejtehadi Saeed Behzadipour
Department of Mechanical Department of Health Science Department of mechanical
Engineering and Technology ETH Zirich Engineering
Sharif University Ziirich, Switzerland Sharif University
Tehran, lran mehdi ejthadi@hest.ethz.ch Tehran, lran
ehsan.partovi@mech.sharif.edu behzadipour@sharif.ir
Abstract

Inertial Measurement Units have become one of the most widely used instruments in
Human Activity Recognition and clinical applications. Their performance needs to be
validated against gold standard systems to be reliably used for any particular
application. In this study, we validated MPU9250 in TTGO T-Wristband smart band
(Shenzhen Xinyuan Electronic Technology© Ltd.) against MetaMotionR
(MBIENTLAB®, San Fransisco, USA) for the Lee Silverman Voice Treatment-BIG
(LSVT-BIG) and functional activities. The validation metrics in this study are the
Pearson's correlation and Root Mean Square Error (RMSE) between acceleration and
gyroscope readings, the Bland-Altman plots for the error in acceleration magnitudes,
and linear regression on the error in acceleration magnitudes. Our results show that
sensor readings between the IMUs were highly correlated, with a few exceptions.
RMSE was mostly less than 0.05g and 15°/s. Proportional biases between the error
in acceleration magnitudes and the mean acceleration magnitudes were mostly
insignificant, with the significant ones having a slope of no greater than 0.1 over a
range of at most 2g. Our findings show that the TTGO T-Wristband is a valid choice
for kinematic measurements for LSVT-BIG and functional activities.
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HeartSiam: A Domain Invariant Model for Heart
Sound Classification
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Abstract

Cardiovascular disease is one of the leading causes of death according to WHO.
Phonocardiography (PCG) is a cost-effective, non-invasive method suitable for heart
monitoring. The main aim of this work is to classify heart sounds into normal/abnormal
categories. Heart sounds are recorded using different stethoscopes, thus varying in the domain.
Based on recent studies, this variability can affect heart sound classification. This work
presents a Siamese network architecture for learning the similarity between normal vs. normal
or abnormal vs. abnormal signals and the difference between normal vs. abnormal signals. By
applying this similarity and difference learning across all domains, the task of domain
invariant heart sound classification can be well achieved. We have used the multi-domain
2016 Physionet/CinC challenge dataset for the evaluation method. Results: On the evaluation
set provided by the challenge, we have achieved a sensitivity of 82.8%, specificity of 75.3%,
and mean accuracy of 79.1%. While overcoming the multi-domain problem, the proposed
method has surpassed the first-place method of the Physionet challenge in terms of specificity
up to 10.9% and mean accuracy up to 5.6%. Also, compared with similar state-of-the-art
domain invariant methods, our model converges faster and performs better in specificity
(4.1%) and mean accuracy (1.5%) with an equal number of epochs learned.
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Efficient Top-k Keyword Search in Relational
Databases Considering Maximum Integrated Candidate

Network (MICN)

Fatemeh Khallfeh Mohammad Taheri
Computer Science and Engineering and Computer Science and Engineering and
Information Technology Department Information Technology Department
Shiraz University Shiraz University
Shiraz, Iran Shiraz, Iran

fatemeh.khalifeh@gmail.com motaheri@shirazu.ac.ir

Abstract

In the era of Big Data, exploring vast amount of information without requiring to have
knowledge of the query language and the underlying structure of data is very
essential. Keyword search over RDBMSs (Relational Database Management
Systems) has been an interesting method for this issue during the past decade.
Although, many approaches have been proposed in this hot research topic, they still
suffer from low effectiveness in retrieving top-k most related answers on real datasets.
In this paper, an approach is proposed that can construct a Maximum Integrated
Candidate Network (MICN) to avoid all the repetitive operations in order to answer
most of queries efficiently. MICN can be build up with the minimal database access
which causes effective response time. Based on comprehensive empirical studies
using multiple real-world databases including ISC citation center data in practical
mode, the proposed approach significantly improves the efficiency of answering
queries.
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FPGA based designing Central processing unit of
Implantable Cardiac Defibrillators with using CNN deep
neural network
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Computer Engineering Computer Engineering Computer Engineering

; S Iniverci Shahid Beheshti University - Y
Shahid Beheshti University Tehran. Iran Shahid Beheshti University
Tehran, I_ran ) R_ghaderi@sbu.ac.ir S Tehra%,) Ilr)an .
a.keyanfar@mail.sbu.ac.ir 0_nazari@sbu.ac.1r
Abstract

The heart is one of the most important organs of the human body. Diagnosis and timely
treatment of cardiac arrhythmias are important issues in the construction of medical equipment
that protects the heart. Arrhythmias of the heart such as ventricular fibrillation (VF) and
ventricular tachycardia (VT) must be identified and treated as soon as possible. Implantable
cardioverter-defibrillator (ICD) is a device that must detect VT and VF arrhythmias in a timely
manner and treat them. Signal processing and arrhythmia detection of implant defibrillator
devices is one of the most important parts of these devices and should be optimal in terms of
detection time and detection accuracy. In this paper, an artificial neural network based on deep
learning has been designed for use in signal processing and arrhythmia detection sections of
ICD defibrillator devices. The designed convolution neural network is in good condition in
terms of accuracy and is also in optimal condition in terms of the number of parameters. The
optimal number of parameters can increase network speed in signal processing and arrhythmia
detection and can also be useful in reducing battery consumption. Finally, the designed CNN
network hardware was implemented. zynq chips have the ability to process in parallel and can
be useful in increasing the processing speed, so zynq chips were selected for the hardware
target. After the hardware implementation stage, it is possible to proceed from the IP Core
produced to design other parts of the defibrillator in the Vivado software.
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Self-supervised Sentiment Classification based on Semantic
Similarity Measures and Contextual Embedding using
metaheuristic optimizer
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Tehran Iran
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Abstract

In recent years, considerable research attention has been paid to supervised machine learning methods for
Sentiment Analysis (SA). The performance of these methods heavily depends on hyperparameter tuning and
varies across different contexts. In addition, getting a massive amount of labeled training data is time-and
labor-consuming. As a result, unsupervised machine learning methods are getting more attention. This paper
proposes a Self-supervised sentiment analysis method that semantically generates pseudo-labels (positive or
negative) for each sample using the text similarity measures. Moreover, a sentiment classifier composed of the
RoBERTa transformer and a Gated Recurrent Unit (GRU) is trained by these labeled data. What is more,
Whale Optimization Algorithm (WOA) is employed to find the optimal values of hyperparameters. The
evaluation results demonstrate that the proposed method outperforms other methods in terms of accuracy,
precision, and recall.
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Accuracy improvement in simple and complex Human
Activity Recognition using a CNN-BiLSTM multi-task
deep neural network
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Mehdi Ejtehadi Parsa Riazi Bakhshayesh
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Saeed Behzadipour
Department of mechanical Engineering
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Abstract

Human Activity Recognition (HAR) using wearable systems in telerehabilitation and clinical applications has caught
the attention of many researchers, especially for Parkinson's disease (PD) movement therapy. However, the distinction
between simple activities and complex ones and how to handle them have not been thoroughly investigated. We
propose and compare two variants of a multi-task network with shared parameters to recognize simple activities (SASs)
and complex activities (CAs) simultaneously. We do so by introducing a branched deep neural network that uses a
shared feature space for both SAs and CAs, and further enriches the features for CAs using a deep recurrent neural
network. The variants are CNN-LSTM and CNN-BIiLSTM. We trained and evaluated the models with 65 activities;
51 SAs and 14 CAs composed of Lee Silverman Voice Treatment-BIG (LSVT-BIG) and functional activities. Our
dataset consisted of 43 healthy subjects, seven women and 36 men. The data were recorded using four smart bands
with embedded IMUs, placed on both wrists and both thighs. Our results show that the CNN-BiLSTM model with an
average accuracy of 84.17% and 78.78% for SAs and CAs, correspondingly, outperforms the CNN-LSTM model
with average accuracies of 71.83% and 66.46%.
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A Reinforcement Learning-based Iterated Local
Search for Software Modularization

Mahjobeh Tajgardan Habib |zadkhah Shahriar Lotfi
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Abstract

Modularization algorithms are used to recover software structure. These algorithms
partition the source code of the software system into smaller and more understandable
modules. Since software modularization is an NP-hard problem, heuristics/meta-
heuristics methods are usually used to solve this problem. Iterated Local Search (ILS)
is a meta-heuristic that consists of two key components, namely a local search method
and a perturbation method. Most of the current ILS models are formulated by
matching different combinations of components manually. This paper proposes a
method to automatically design the ILS by utilizing a reinforcement learning (RL)
technique, for solving the software modularization problem. More specifically, Q-
learning is used to guide the proposed method in selecting the proper components
during different stages of the optimization process. To demonstrate the applicability
of the proposed algorithm, eleven software systems are selected. The experimental
results show that the proposed algorithm produces higher or equal quality
modularizations compared with other algorithms.
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SIVD: Dataset of Iranian Vehicles for Real-Time
Multi-Camera Video Tracking and Recognition

Farbod Siahkali Seyyed Amirmahdi Alavi Mehdi Tale Masouleh
Human and Robot Interaction Human and Robot Interaction Human and Robot
Laboratory Laboratory Interaction Laboratory
School of Electrical and School of Electrical and School of Electrical and
Computer Enginnering Computer Enginnering Computer Enginnering
University of Tehran University of Tehran University of Tehran
Tehran, Iran Tehran, Iran Tehran, Iran
farbodsiahkali80@ut.ac.ir alavi_amirmahdi@yahoo.com m.t.masouleh@ut.ac.ir
Abstract

In this paper, a new publicly available web-Scraped Iranian Vehicle Dataset (SIVD)
for simultaneous real-time vehicle tracking and recognition is proposed. The datasets
provided for Iranian cars in the literature have two fundamental problems. First, the
lack of images from different angles, and second, the small number of classes
compared to the dispersion of car models in the real world. Therefore, for the purposes
of this paper, Iranian vehicle images from car sales websites are collected, and the
SIVD dataset is proposed which contains 29 classes and 36,705 images. This paper
aims at developing a classification network for Iranian vehicle recognition and
implement a real-time tracking system using the YOLOV5 network to perform real-
time vehicle model recognition and tracking tasks simultaneously. The ResNet50
achieved an accuracy of 99.29%, the highest among the investigated classification
networks.
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A Near-Optimal Deep Detector for BER
Minimization in an OFDM AF Relay System

Mohammad Shamsesalehi Nima Mozaffari Khosravi Mahmoud Ahmadian Attari
K.N.Toosi University of K.N.Toosi University of K.N.Toosi University of
Technology, Tehran, Iran Technology, Tehran, Iran Technology, Tehran, Iran
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Abstract

This paper investigates a Near-Optimal Deep Learning (DL)-based detector for an
Orthogonal Frequency Division Multiplexing (OFDM) Amplify and Forward (AF)
relay system. The main goal of the proposed DL detector is to achieve the best Bit
Error Rate (BER) performance by a low-complexity Deep Neural Network (DNN).
A pre-processing stage based on the frequency domain is applied before entering the
input data into DNN. Since the performance of the model is very sensitive to tuning
the parameters, simulation results compare the BER performance for different
scenarios to obtain an accurate model. Finally, we show that the desired model is
close to the Maximum Likelihood (ML) as an optimal detector
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The Effects of Data Augmentation Methods on
the Performance of Human Activity Recognition
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Abstract

In recent developments of Human Activity Recognition systems (HAR), researchers have focused on deep
structures, especially convolutional neural networks integrated with long short-term memory cells such
as convolutional LSTM (ConvLSTM) networks. The deep structures require large datasets which demand
extensive data collection. Therefore, various data augmentation methods are under focus nowadays.
Furthermore, the challenge of time-series data augmentation is to choose the method that preserves the
correct labels. In this paper, we evaluated and compared six data augmentation methods (i.e., autoencoder,
time warping, amplitude warping, scaling, jittering, and linear combination) utilizing ConvLSTM
networks for classification. Consequently, the WISDM dataset (tri-axial accelerometer signals of six
activities) was augmented to the final size of 1.5 times the original dataset. Further, the proposed
ConvLSTM model was trained seven times (once with the raw dataset and six times with the augmented
dataset). The results indicated classification accuracy improvements for the test data from 92% to 93%,
97% and 98%, when training the models using augmented datasets, augmented using linear combination,
scaling, and jittering methods respectively. Activity-wise analysis suggested the stairing activities to be
the most challenging for the model to classify when the dataset was augmented by time warping,
amplitude warping as well as autoencoder.
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Video-based Person Re-Identification Using
Attention Based on Separation Index

Mahsa Tajik Ahmad Kalhor Mehdi Tale Masouleh
School of Electrical and School of Electrical and School of Electrical and
Computer Enginnering Computer Enginnering Computer Enginnering

University of Tehran University of Tehran University of Tehran
Tehran, Iran Tehran, Iran Tehran, Iran
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Abstract

Re-identifying people from a video is a biometric task for identifying an individual
from a long distance. RGB images are used to represent a person in each frame in
appearance-based approaches. Furthermore, RGB images contain gait features and
other visual clues which can be recognized. Hence, these approaches are not invariant
to changes in clothing and baggage. Skeleton-based approaches are alternatives to
appearance-based methods. These methods are invariant to view changes. In this
experiment, a skeleton-based method is developed to employ pose information in
situations where videos of individuals vary in view. First, extracted features by an
EfficientNet-b7 were divided into 1, 2 and 4 parts. By utilizing pose information, a
Graph Neural Network (GNN) has been constructed. The GNN captures the intrinsic
relationship between these regional features. A new attention mechanism by
Separation Index (SI) proposed to weight feature maps. This method is evaluated and
achieved 96.63% and 88.67% top-1 accuracy on the most frequently used datasets,
PRID2011 and iLIDS-VID.
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SS410T: Secure Search Over Encrypted
Outsourced loT Data
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Abstract

The Internet of Things (10T) is becoming increasingly popular, with estimates suggesting that
by 2050, more than 100 billion devices will have the ability to connect to the Internet. Since
sensor data makes up the majority of the 10T's data, it is necessary to have large data handling
capabilities. Sensor data might be unreliable due to measurement limitations, data update
delays, and/or the requirement to protect data privacy. As a result, maintaining the privacy of
data acquired from 0T devices that are sent to the cloud for analysis and storage is a major
concern. Homomorphic encryption (HOM) is a potential solution for searching encrypted data
stored in the cloud. We propose SS410T, a new secure search system for 10T data in the cloud.
To encrypt data provided by data owners, we employ homomorphic and order-preserving
encryption (OPE). Our solution aims at protecting the dataset's privacy while also improving
the efficiency of querying encrypted datasets. We also show the capacity of our approach to
protect data and query privacy, as well as assess its effectiveness.
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Comparison of Machine Learning Methods for
Cryptocurrency Price Prediction

Atieh Armin Ali Shiri Behnam Bahrak
School of Electrical and Department of Mathematics School of Electrical and
Computer Engineering and Industrial Engineering Computer Engineering
University of Tehran Polytechnique Montreal University of Tehran
Tehran, Iran Montreal, Canada Tehran, Iran
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Abstract

In recent years, cryptocurrencies have received much attention due to their recent
price surge and crash. In fact, their prices have been volatile, making them very
difficult to predict. Accordingly, various machine learning methods have been used
by researchers to investigate factors that affect cryptocurrencies' prices and the
patterns behind their fluctuations. From various machine learning and deep learning
methods, this study aims to find an efficient and accurate model for predicting
Bitcoin, Ethereum, and Binance Coin prices. Our experiments show that the Ridge
regression model outperforms more complicated prediction models, such as RNNs
and LSTM, in predicting the exact closing price. On the other hand, LSTM can
anticipate the direction of the cryptocurrency price better than others
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Fusion BASED AGV Robot Navigation Solution
Comparative Analysis and Vrep Simulation
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Xi Chen Guijiang Wang Shuxin Yang
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Engineering Jiangxi University of Science and Engineering
Jiangxi University of Science ~ Technology, Ganzhou, Jiangxi,  Jiangxi University of Science
and Technology, Ganzhou, China and Technology, Ganzhou,
Jiangxi, China 13237065030@163.com Jiangxi, China
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Abstract

Today, Automated Guided Vehicle (AGV) robots are integral to many factories. One of the basic
problems of these robots is accurate navigation, which, in addition to creating security in
performing tasks, it helps the robot to manage the battery power and energy and move on a
predetermined path. Over the various method, the visions are based on good performance, recently
been widely used. In this research, a simple but effective fusion method as the combination of
vision(camera) and infrared (IR ) sensors with the minimum number of sensors is proposed and
implemented. The proposed method has been simulated and evaluated using the Vrep simulator
with real dimensions of our previous design AGV system named Hongma and the Python API. In
the simulation, the proposed method was carried out. In the experiment, five paths named Circle,
Elliptical, Spiral, 8 shapes, and Special path, different paths with different complexity were tested,
and the experiment aimed to find the maximum speed at which the proposed algorithm and the
vision sensor (camera sensors) can track the path with a 100% success rate. The results obtained in
the experiment show the fusion method's effectiveness over the five mentioned scenarios in
tracking the planned path compared to the routine vision method.
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Cloud Resource Demand Prediction to Achieve
Efficient Resource Provisioning

Sepideh Ebneyousef Saeed Ghazanfari-Rad
Department of Electrical and CEO and Founder of Vira Cloud, Inc.

: . Assistant Professor, Dep. Of Elec. And
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University
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sepideaftab@gmail.com

Abstract

Cloud computing is a paradigm that uses techniques such as virtualization, time sharing and
distributed computing to provide a wide range of hardware and software services for users
based on a pay-as-you-go model, on-demand and via ubiquitous network access. Available
cloud resources such as compute, network and storage are often scarce, and cloud providers
must apply and distribute resources within the boundaries of the cloud environment
meanwhile meet the needs of cloud applications. One of the most critical components of the
cloud computing architecture is resource allocation, where its efficiency directly affects the
performance of the entire cloud environment. Resource allocation in cloud faces major
challenges including cost efficiency, response time, reallocation, computational performance,
and scheduling tasks. The goal of consumers of cloud computing services is to perform tasks
at the lowest possible cost. Cloud providers promote high resource utilization to maximize
profits while users pursue the opposite goal which is to reduce the cost without compromising
the quality of delivered services. There are various strategies to balance resource allocation
and resource cost. In this article, we survey different scheduling algorithms and resource
allocation approaches in the cloud computing environment, which include the prediction of
resource requests in virtual machines and optimal allocation of resources to reduce costs and
increase efficiency.
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A Meta Heuristic Approach for Trajectory
Segmentation of Moving Objects
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School of Computer Engineering, School of Computer Engineering,
Iran University of Science and Iran University of Science and
Technology, Technology,
Tehran, Iran Tehran, Iran
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Abstract

Segmentation plays an important role in discovering knowledge from trajectory data of
moving objects. The size as well as the input rate of trajectory data have been drastically
increased as a result of extended capability of location-aware devices. Although the existing
methods can meet the challenge to some extent utilizing heuristic methods, more effective
methods are still needed. Considering the capabilities of genetic algorithm, in this paper we
introduce the description of trajectory segmentation problem in the context of genetic
algorithm. A segment of points is regarded as a chromosome while the points are considered
as genes. We represent trajectory segmentation as an optimization problem and then introduce
heuristic methods to solve it using genetic algorithm. The objective function is defined in the
context of trajectory segmentation of moving objects where the proposed algorithms provide
optimal solutions fulfilling the efficiency as well as the quality requirements in terms of a
summarized (compact) trajectory representation.

The results of experimental evaluations on the two data sets — Geolife and Hurricane — show
that our proposed algorithms, SEGA, not only outperform existing baseline methods in terms
of efficiency but they also result in a more summarized description of trajectories while
keeping the quality of the segments.
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A comparative study of machine learning
techniques for stock price prediction
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Abstract

Stock price prediction has garnered significant interest among researchers and
investors. Machine learning has shown great potential to produce accurate forecasts
in the past few years. This paper has applied several machine learning techniques to
develop a valid forecast consisting of linear models and various artificial neural
networks. We have tested our models on the daily EURUSD pair dataset from the
foreign exchange market and the daily S&P 500 dataset from the US stock market.
Lastly, we have generated a fair comparison between different models and defined
best practices for each domain. Our results indicate the efficiency of the linear models
on the EURUSD dataset. Moreover, although deep neural networks have the best
performance in predicting the exact price of the S&P 500, we found out that the
ARIMA model can forecast the direction of the stock price better than any other
model.
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Adaptive Block Compressive Sensing—Based Image
Compression: A Comprehensive Mini Review

Mohammad Reza Ghaderi

Department of Electrical Engineering
Islamic Azad University, South Tehran
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Tehran, Iran
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Abstract

With the ever-increasing growth of data in the digital world, data storage and
transmission has become an important issue. One of the ways to deal with this
problem is to pre-process of data before storing and sending them. Compressive
Sensing (CS) is a pre-processing technique. In CS, compression is done during the
signal sampling process. Image compression is one of the applications of CS.
However, in conventional CS-based image compression methods, sampling is
performed for the entire image at once, which increases processing time and reduces
visual quality. For this reason, block CS (BCS) technique is introduced, in which the
image is first partitioned into blocks, and then CS is applied separately to each block.
This, increasing the processing speed and decreasing the processing time. To improve
quality of the BCS reconstructed image, adaptive BCS (ABCS) is introduced. In
ABCS, unlike the BCS, where the CS measurements are fixed for all of the blocks,
the measurements are allocated to the blocks based on the attributes of the blocks. In
this study, while introducing the CS, BCS, and ABCS techniques, we have a brief
review on the ABCS-based techniques in image compression.
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Anomaly Detection In loT Networks Using Hybrid
Method Based On PCA-XGBoost
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Abstract

The Internet of Things is a growing network of limited and heterogeneous nodes and
objects connected to the World Wide Web despite tits local connection. With the
increasing use of 10T infrastructure in various fields, threats and attacks on these
infrastructures are also growing. In this regard, security plays an important role in
these networks. Therefore, in this paper, a method based on a combination of
Principal Component Analysis (PCA) and XGBoost algorithms for anomaly detection
in 10T was presented. For this purpose, after normalizing the data, the PCA algorithm
was used to reduce the dimensions and then, the XGBoost algorithm was used to train
and classify the proposed model. Finally, the proposed method was evaluated with
Machine learning (ML) algorithms including Logistic regression (LR), K-Nearest
Neighbors (KNN), Support Vector Machine (SVM), Decision Tree (DT) and was
compared using the UNSW-NB15 dataset. The results confirmed performance
improvement and superiority of the proposed method.
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Speech Watermarking Based on the Combination of
Frequency QIM and Convolutional Coding
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Abstract

The frequent manipulation of speech information introduces an increasing copyright
protection demand in the speech signal processing area. In this paper, we propose a
blind speech watermarking method based on the combination of frequency
Quantization Index Modulation (QIM) and convolutional coding to enhance the
robustness and watermarked speech quality. In the proposed approach, the input text
message is transformed into a bitstream, then its convolutional encoded version is
embedded into the frequency spectrum of the host speech signal with respect to the
frame energy and the Human Auditory System (HAS). The detection process is
performed on the frame that its energy is higher than a predefined threshold. The
detected bitstream is then convolutionally decoded to obtain the watermarked
message. The experimental results show that the proposed approach performs more
robust against common signal processing attacks than the baseline methods.
Furthermore, it can achieve more speech quality.
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Traffic Captioning:Deep Learning-based Methodto
Understand and Describe Traffic Images

Parniya Seifi Abdolah Chalechale
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Razi University Razi University
Kermanshah, Iran Kermanshah, Iran

Abstract

The world around us is full of pictures. Although it seems easy for humans to
compress much visual information, it isstill a problem for computer systems with low
output accuracy. Inthis paper, a method is introduced to convert traffic images into
their descriptions. The presented description is grounded on prominent objects from
images with deep learning models and includes three fundamental ways. First, data
processing is performed on training images. Second, functional features are extracted
by two deep neural networks named EfficientNet and InceptionV3. Finally, two
neural networks, Gated Recurrent Unitand Transformer, are used to convert image
features into text. Eventually, the optimal solution will be introduced, significantly
increasing the quality of the output sentences. The MS-COCO dataset is used to
evaluate the proposed methods. For this purpose,a subset including 8000 images and
ten classes of traffic objects inthe MS-COCO dataset are used and pre-processed. The
accuracy of proposed model using BLEU evaluation is 66.9%.
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Detection of Chromosomes in Metaphase Images
Using Segmentation Techniques
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m.ezoji@nit.ac.ir 0.jazayeri@umz.ac.ir

Abstract

The process of identifying chromosomes in metaphase images is demanding and it
takes a lot of time. Thus, chromosome detection correctly in metaphase images is very
important. It is proven that deep learning methods have been effective in object
detection. Using a deep learning network, an automatic chromosome detection model
is constructed for metaphase chromosome images. The model learns the chromosome
images at the pixel level in less time. The detection results of the network verify the
positive role of the model. This model of automatic chromosome detection based on
deep learning methods may speed up the process of detecting anomalies.
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Chaotic Modified Binary Grey Wolf Optimizer Feature
Selection method for Drug-Target interaction prediction
Based on drug-protein Features

Jamshid Pirgazi

Mahsa Hassanoour Azizi Nasim Nozarpourshami Faculty of Mazandaran
s P Ayatollah Boroujerdi University University of Science and
University of Mazandaran .
Boroujerd, Iran Technology

Babolsar, Iran Behshahr, Iran

Abstract

Drug-Target interaction prediction is a vital stage in drug development, in which there are lots
of methods. Experimental methods that identify these relationships based on clinical remedies
are time-taking, costly, laborious, complex, and with a lot of challenges. One of the new
methods is computational methods. The development of new computational methods, which
are more accurate, is better than the experimental methods in the aspect of cost and time. In
this paper, to predict drug-target interaction, a new computational model is proposed that from
the sequence of proteins information, different features such as PseAAC, PsePSSM, and drugs
fingerprint information would be extracted, and then, these features are combined. In the next
step, due to a large number of features, the Chaotic MB-GWO (Chaotic Modified Binary Grey
Wolf Optimizer) algorithm has been applied for feature selection. The final selected features
are given to k-nearest neighbors (KNN) classification to predict the efficiency of this method.
The accuracy of the (KNN) classifier on the golden standard datasets (Enzyme, ion channels
(IC), G-protein-coupled receptors (GPCR), nuclear receptors (NR)) after feature selection is
as follows: 97.18%, 97.71%, 95.47%, and 93.05%. Referring to the results of experiments,
this suggested method has an acceptable rate of drug-target interaction prediction and is
compatible with the proposed methods in other papers.
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Reduce Cogging Torque in a Brushless DC Motor
Via Multi-Objective Optimization

Milad Niaz Azari Mina Salarian
Department of Electrical Engineering, Department of Electrical Engineering,
University of Science and Technology of  University of Science and Technology of
Mazandaran, Behshahr, Iran Mazandaran, Behshahr, Iran
miladniazazari@mazust.ac.ir minasalaryan@gmail.com
Mostafa Gholami Mostafa Hajiaghaei-Keshteli
Department of Electrical Engineering, Department of Industrial Engineering,
University of Science and Technology of  University of Science and Technology of
Mazandaran, Behshahr, Iran Mazandaran, Behshahr, Iran
m.gholami@mazust.ac.ir mostafahaji@mazust.ac.ir

Abstract

Due to the negative effect of the cogging torque on the Brushless Direct Current (BLDC)
motors performance such as the noise and vibration, the cogging torque reducing is became
an important issue in design of BLDC motors. On the other hand, the most of methods used
to reduce cogging torque have an effect on the output torque. Therefore, the purpose of this
research is to reduce cogging torque without having a significant effect on the output torque.
Multi-objective optimization is a reliable approach to achieve the desired aim which reduce
the cogging torque with respect to the value of output torque. In this paper, the Multi Objective
Simulated Annealing (MOSA), Multi Objective Particle Swarm Optimization (MOPSO) and
Multi Objective Red Deer Algorithm (MORDA), which are well-known optimization method,
is employed to obtain the optimal design of a BLDC motor. Simulation results display that in
all optimization algorithms used, the cogging torque is significantly reduced while the output
torque is increased.
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Abnormal Behavior Detection in Electronic-Exam
Videos Using BeatGAN

Habibollah Agh Atabay Hamid Hassanpour
Image Processing & Data Mining Lab Image Processing & Data Mining Lab
Shahrood University of Technology Shahrood University of Technology
Shahrood, Iran Shahrood, Iran
habib.atabay@shahroodut.ac.ir h.hassanpour@shahroodut.ac.ir
Abstract

Abnormal Behavior Detection is a core ability to recognize cheating in electronic
exams (e-exams), especially in the scenes where a fraudulent candidate hides
unauthorized resources from the view of the proctor. This work utilizes the BeatGAN
algorithm to detect behavioral abnormalities in the skeleton-based motion
information of candidates during remote e-exams. We examine the algorithm on the
previously published dataset of skeleton features extracted from e-exam videos. The
results show that BeatGAN outperforms previously investigated algorithms in
sequence anomaly detection using the raw joint-coordinate, implicit bone-length-and-
angle and explicit bone-length feature types. But, in event anomaly detection,
BeatGAN does not improve the state-of-the-art results on the dataset.
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Presenting a hybrid method based on dark/bright channel,
fuzzy and luminance mapping estimation for color image

enhancement
Mohammad Reza Rezvan Majid Heidari Gholanlo Ali Ghanbari Sorkhi
Faculty of Electrical and Faculty of Electrical and Computer Faculty of Electrical and
Computer Engineering, Engineering, Mazandaran University Computer Engineering,
Mazandaran University of of Science and Technology, Mazandaran University of
Science and Technology, Behshahr, Iran. Science and Technology,
Behshahr, Iran. majid.heidari.gholanlo@gmail.com Behshabhr, Iran.

reza.rzvnl@gmail.com alighanbari289@gmail.com

Abstract

The lighting conditions in the environment are not favorable for imaging, and the
problem of light is one of the challenges of imaging in the environment. The lack of
sufficient light in the images reduces the quality and details of recognition by humans.
In this paper, a hybrid method for image enhancement in low light is proposed. At
first, dark/bright channel algorithm based on low light images is used for
minimum/maximum brightness images. In the next step, the fuzzy algorithm is used
to weight different levels of brightness, and finally, the brightness mapping estimation
method called LIME is used along with a denoising method to improve the image. To
evaluate the proposed method, the Universal Image Quality Index (UQI) indices were
used, and the results obtained on the base images show that our proposed method
performs is better than the other novel methods.
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Parameter Tuning of Discontinues Lyapunov Based
Controller Based on the Gray Wolf Optimization
Algorithm Applied to a Robotic Manipulator

Sam Ziamanesh Hadi S. Salimi
University of Tabriz University of Tabriz
Faculty of Electrical and Computer Faculty of Electrical and Computer
Engineering Engineering
Tabriz, Iran Tabriz, Iran
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Ahmad Tavana Amir A. Ghavifekr
University of Tabriz University of Tabriz
Faculty of Electrical and Computer Faculty of Electrical and Computer
Engineering Engineering
Tabriz, Iran Tabriz, Iran
ahmad.tavana@ieee.org aa.ghavifekr@tabrizu.ac.ir

Abstract

This study investigates designing a controller that can be implemented into the
nonlinear 2 Degree of Freedom (2-DOF) robotic arm. In order to reveal the
effectiveness and robustness of a controller, Proportional Integral Derivative with
gravity compensation controller, and discontinuous Lyapunov-based controller have
been utilized, and compared. The gain tunning of the controllers has been carried out
using two meta-heuristic methods: Grey Wolf Optimization (GWO) and Grasshopper
Optimization Algorithm (GOA). Results of the simulations demonstrate that the
Discontinuous Lyapunov-Based controller tuned by GWO, provides more accurate
results. Evaluations of Integral Absolute Error (IAE) and Integral Absolute Change
in Control Output (IACCO) have been used to study the manipulator’s performance
during the simulations.
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Detecting the drone by the combination of optical
flow with various techniques

Hasanain Ali Hussein Al-kaabi Seyed Alireza Seyedin
Electrical Engineering, Department of Electrical Engineering, Department of
Communication (System) Communication Systems
Babol Noshirvani University of Ferdowsi University of Mashhad
Technology Mashhad, Iran

Babol, Iran seyedin@um.ac.ir

Hasanain_alkaabi@stu.nit.ac.ir

Abstract

In image processing, detecting and tracking air targets (especially drones) is attainable. The
present study focuses on drone detection using the combination of optical flow and histogram
and presents a new approach to the recognition of flying targets (drones). Drones are mostly
occupying a small portion of the visual field and are often moving in front of complex
backgrounds such as buildings, crowded scenes, and local motion of the trees and leaves. In
our work, video images obtained from YOUTUBE were used for considering these motions.
Videos were transformed into N-frame by free video-to-jpg converter software. Then, the
drone boundary was determined with MATLAB software in the images containing the drone.
Eventually, these pictures and drone-free pictures were applied as a database. In this work,
four approaches were introduced: 1) combining the histogram of oriented gradient (HOG) and
support vector machine (SVM), 2) combining the optical flow (OPF) with segmentation,
histogram of oriented gradient (HOG), and support vector machine (SVM) without
background elimination, 3) combining the optical flow (OPF) method, image segmentation,
histogram of oriented gradient (HOG), support vector machine (SVM), and background
elimination by K-means procedure, 4) combining the optical flow (OPF) method, image
segmentation, histogram of oriented gradient (HOG), support vector machine (SVM),
convolutional neural network (CNN), and background elimination by K-means procedure.
Simulation outcomes demonstrated that the proposed procedures have acceptable performance
in detecting one or several drones on the scene.
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Optimizing GoogleNet using New Connections and
Auxiliary Layers Information

Sepehr Maleki Habib Izadkhah
Department of Computer Science, The Department of Computer Science, The
University of Tabriz University of Tabriz
Tabriz, Iran Tabriz, Iran

sepehrmaleki88@gmail.com izadkhah@tabrizu.ac.ir

Abstract

GoogLeNet is a convolutional neural network developed by researchers at Google for
image processing. In this study, we have optimized the GoogLeNet model. We
divided inception blocks into two types of blocks and established new connections to
improve the model accuracy. We created new links between the SoftMax layers to
reduce information loss. These changes help us improve recognition accuracy. We
compared the updated model performance with state-of-the-art architectures
GoogLeNet, ResNet, and AlexNet on the CIFAR-10 dataset and achieved the best
classification accuracy.
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Predicting Bitcoin Fluctuations Using Deep Neural

Networks
Seyyedeh Zahra Elahiyan Parisa Rostami Dr. Reza Javanmard Alitappeh
Department of Electrical Department of Electrical and Department of Electrical and
and Computer Engineering, Computer Engineering,
Computer Engineering, University of Science and University of Science and
University of Science and Technology of Mazandaran, Technology of Mazandaran,
Technology of Mazandaran, Behshahr, Iran, Behshahr, Iran,
Behshahr, Iran, Parisarostami@mazust.ac.ir Rezajavanmard64@gmail.com

S.z.elahiyan@gmail.com

Abstract

Bitcoin as a decentralized cryptocurrency is the most popular cryptocurrency in the
world today. Such that, a lot of people know it as a way to invest their money, which
shows that is vital to predict the price trend of this cryptocurrency. In this article, we
are trying to predict the price of Bitcoin using a machine learning approach. To do so,
we apply collected data from trading sources to train an artificial deep neural network
model, and then use the model to predict Bitcoin fluctuation. Our deep model results
show that it achieves the best performance among other methods.
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A Robust Pedestrian Detection Approach for

Autonomous Vehicles
Bahareh Ghari Ali Tourani Asadollah Shahbahrami
Department of Computer Interdisciplinary Centre for Department of Computer
Engineering Security, Reliability, and Trust Engineering
Rasht, Iran Luxembourg, Luxembourg Rasht, Iran
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Abstract

Nowadays, utilizing Advanced Driver-Assistance Systems (ADAS) has absorbed a
huge interest as a potential solution for reducing road traffic issues. Despite recent
technological advances in such systems, there are still many inquiries that need to be
overcome. For instance, ADAS requires accurate and real-time detection of
pedestrians in various driving scenarios. To solve the mentioned problem, this paper
aims to fine-tune the YOLOv5s framework for handling pedestrian detection
challenges on the real-world instances of Caltech pedestrian dataset. We also
introduce a developed toolbox for preparing training and test data and annotations of
Caltech pedestrian dataset into the format recognizable by YOLOV5. Experimental
results of utilizing our approach show that the mean Average Precision (mAP) of our
fine-tuned model for pedestrian detection task is more than 91 percent when
performing at the highest rate of 70 FPS. Moreover, the experiments on the Caltech
pedestrian dataset samples have verified that our proposed approach is an effective
and accurate method for pedestrian detection and can outperform other existing
methodologies.
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Clustering-Based Anonymization Technique using
Agglomerative Hierarchical Clustering

Reza Ahmadi Khatir Habib Izadkhah Jafar Razmara
Department of Computer Department of Computer Science Department of Computer
Science University of Tabriz Science
University of Tabriz Tabriz, Iran University of Tabriz
Tabriz, Iran izadkhah@tabrizu.ac.ir Tabriz, Iran
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Abstract

Privacy protection has emerged as one of the most attractive research topics in recent
years. Today; with the rapid growth of social networks (SNs), the rate of users’ data
collection has increased. Users’ sensitive information of collected data should be
protected from adversaries. One of the most commonly used privacy protection
techniques is data anonymization. Data anonymization is achieved by changing or
deleting some information. By applying all three commonly accepted constraints; K-
anonymity, L-diversity, and T-closeness; we introduced a data anonymization
strategy based on agglomerative hierarchical clustering to preserve anonymized data
from identity disclosure, attribute disclosure, and similarity attacks. The simulation
result over the dataset of two popular SNs illustrates the effectiveness of the proposed
algorithm.
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Smart short-term electric load forecasting considering
the Covid-19 epidemic impact based on deep learning

Seyed Mohammad Shobeiry Ali Mehrabani MohammadAli Rahimi
Faculty of Electrical Faculty of Electrical Engineering Faculty of Electrical
Engineering Shahid Beheshti University Engineering
Shahid Beheshti University Tehran, Iran. Shahid Beheshti University
Tehran, Iran. a_mehrabani@sbu.ac.ir Tehran, Iran.
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Abstract

Short-term load forecasting is essential for the power company's operation and grid
operators because it is necessary to ensure adequate capacity and proper power
generation arrangement; this will affect operating efficiency and short-term decisions.
Meanwhile, the Covid-19 epidemic as a nonlinear factor will be effective in short-
term load forecasting and based on previous solutions, electrical load forecasting may
not be accurate. A nonlinear and complex relationship between the factors affecting
the load forecasting problem explains the need to use intelligent methods such as
machine learning. This paper analyses the effect of Covid-19 epidemic
countermeasures on short-term electric load forecasting in Iran. To forecast the short-
term electrical load, a deep neural network with a hybrid architecture and peak power
consumption data, average temperature, and Covid-19 epidemic countermeasure data
over 15 months during the Covid-19 epidemic was used. The results indicate an
increase in forecasting accuracy considering the countermeasure's data. Also, the
proposed model validation with data related to the fourth wave of the Covid-19
epidemic and the data of countermeasures modeling in Iran show the effectiveness
and reasonable accuracy of the proposed model during the Covid-19 epidemic.
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Phase Shift Design for Intelligent Reflecting Surfaces
under Practical Reflection Models in NOMA Network

Fateme Ghalgarzadeh Mahdi Majidi Rashid Mirzavand
Department of Electrical and Department of Electrical and Computer ~ Department of Electrical and
Computer Engineering Engineering Computer Engineering
University of Kashan University of Kashan University of Alberta
Kashan, Iran Kashan, Iran Edmonton, Canada
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Abstract

Intelligent reflecting surface (IRS) with wireless channel reconfiguration capability
has been proposed as a promising technology to improve the performance of future
wireless networks. IRS is able to achieve massive connectivity, as well as high energy
and spectral efficiency with the aid of non-orthogonal multiple access (NOMA)
technique. However, IRS in practical systems faces serious challenges such as
discrete phase shift configuration, the dependence of reflection amplitude on phase
shift, as well as dependence on incident and reflection angles. Hence, we consider a
downlink NOMA system assisted by an IRS under practical reflection models and
maximize the sum rate by optimizing the IRS phase shift configuration. Since the
corresponding optimization problem is non-convex, two exhaustive search and
genetic algorithm methods are used to solve the problem. Simulation results show
that increasing the number of IRS elements improves the sum rate, and on the
contrary, significantly increases the problem-solving time in the exhaustive search
method and makes it inefficient. In comparison the genetic algorithm is able to
effectively solve the problem in less time than the exhaustive search method.
Moreover, a simple but efficient phase aligning algorithm is also proposed in single-
user case as a suboptimal solution of problem.
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A feature selection method using slime mould
optimization algorithm in order to diagnose plant
leaf diseases

Seyed Mohammad Javidan Ahmad Banakar
Department of Biosystems Engineering, Department of Biosystems Engineering,
Tarbiat Modares University, Tehran, Iran  Tarbiat Modares University, Tehran, Iran
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Abstract

One of the most influential factors in the reduction of agricultural products is diseases in
plants. In the meantime, every year, apple trees suffer huge losses in terms of plant diseases,
and the yield of their product decreases. Therefore, the study of the identification of apple leaf
diseases is of great importance. The use of machine vision and machine learning algorithms
have greatly helped pathologists in this field. Accurate identification of effective features such
as color, texture, and shape in the diagnosis of plant diseases in the processing of images taken
from the diseased plant plays an important role in the classification of disease groups. In this
study, a new optimized method named slime mould optimization algorithm and SVM
classifier were combined to diagnose three apple tree diseases, i.e., black spot, black rot or
frog eye leaf spot, and cedar rust. The results obtained in this method provided 12 effective
features out of 159 features extracted from disease images, and the accuracy of disease
classification was 96.21%.
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The introduction of an autoregressive Kalman filter
for estimating Well logging data

Sina Soltani Masoud Jokar Kouhanjani
Department of Automation and Instrument Department of Electric Distribution

Engineering Shiraz electric distribution company
NGHSCO (Neyriz Ghadir Steel Complex) Shiraz, Iran

Shiraz, Iran masoudjokar@hotmail.com
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Abstract

Traditional Kalman filters (KF) rely strongly on former knowledge of the possibility
of unstable processes and noise consideration statistics. Inadequate priority filter
statistics decrease the accuracy and precision of the estimated modes or cause bias in
the estimation. Adaptive KF according to the autoregressive (AR) predictor model, in
this article, is proposed for well-logging analysis. One of the primary devices for well-
logging is natural gamma-ray (NGT), which finds out the fluctuation in natural
radioactive emitting from the concentration of three elements (Potassium (K),
Thorium (Th), and Uranium (U)). The data are obtained from the computer and the
NGT tools are shown in a combination with the energy level of the concentration of
these substances in diverse depths. Conventional methods have uncertainties in
estimating gamma rays received from the radioactive energy level to assess the
reservoir. To cope with this problem, the adaptive KF base on AR is offered and
proposed. However, the result is improved in comparison with KF. By applying the
optimal AR method, the result is better and improved.
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Methods of identifying unauthorized customers in
cryptocurrency mining of distribution networks-a

review
Mehdi Najafzadeh Mostafa Gholami
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Abstract

This paper reviews the methods to identify unauthorized cryptocurrency mining
customers in distribution networks. Hence, various methods and models were
compared. Also, the research conducted in the field of cryptocurrencies was evaluated
in the four categories of energy, pollution, theft, and mining.
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Image Processing for Recognition of Digital Elements
in HDL Code Generation

Maryam Taghizadeh Abdolah Chalechale
Department of Computer Engineering and  Department of Computer Engineering and
Information Technology Information Technology
Razi University Razi University
Kermanshah, Iran Kermanshah, Iran
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Abstract

Engineering drawings, including hand written-based or computer-based, are
frequently utilized; across various industries such as electronic, mechanical, oil, and
gas. Extracting, recognizing, and interpreting a circuit can provide easier debugging
and further information. This paper proposes a new method to identify primary gates
and their connected lines in electrical circuits to generate hardware description
languages (HDLs), automatically. This method comprises three main phases. First,
applying morphological and logical/arithmetic operations eliminate all lines except
gates. Second, the resulted image including logical gates is examined to recognize
primary gates using an object detector. For this purpose, the proposed method
recognizes all objects using connected component technique and graph theory.
According to the shape feature, the type of gate is identified. Finally, a cost-free model
is suggested for detecting input and output lines for each gate. Then, the recognized
gates and elements in the circuit are used to generate an HDL code. Experimental
results verify the promising accuracy of the proposed method.




8TH IRANIAN CONFERENCE
ON SIGNAL PROCESSING

AND INTELLIGENT SYSTEMS (ICSPIS)

., ' UNIVERSITY OF SCIENCE AND
B TECHNOLOGY OF MAZANDARAN
/| : BEHSHAHR, IRAN
T PR

AR S e
g o0 "M‘;’ggn?"

Analysing the Impact of Time Delays on the Performance
of Geothermal Power Plant Integrated Multi Area Hydro-
Thermal Power System
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Abstract

This paper focuses on revealing the impact of the realistic non-linear parameter that
is time delays (TDs) on the frequency stability of a multi-area system. A geothermal
power plant (GTPP) integrated hydro-thermal system is taken up for analysis and
carried out the analysis with a step load perturbation (SLP) of 10% on area-1. PID
plus double derivative (DD) gain (PIDD) using water cycle algorithm (WCA) is
presented as a secondary regulator. The efficacy of PIDD is showcased with those of
Pl and PID. The prominance of TDs on the frequency stability is revealed in
investigating GTPP integrated multi-area power systems without and with
considering TDs.
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Profile face recognition based on elements by
normalizing global and local features

Erfan Khoshnevisan Hamid Hassanpour Mohammad. M. AlyanNezhadi
Faculty of Computer Engineering, Faculty of Computer Department of Mathematics,
Shahrood University of Technology Engineering, Shahrood Unicerversity of Science and
Erfan.khoshnevisan75@shahroodut.ac.ir University of Technology Technology of Mazandaran
h.hassanpour@shahroodut.ac.ir alyan.nezhadi@mazust.ac.ir
Abstract

Despite recent advances in face recognition using deep learning, pose changes are
still one of the challenging problems. In this paper, we presented a method to
normalize the image in the feature space by capturing local consistency during
training. we used facial elements such as eyes, lips, nose, and hairstyle in addition to
its general state for recognition. For this purpose, all the elements were detected and
localized by semantic segmentation and then normalized. Specifically, an Attention-
based convolutional neural network is introduced to integrate local features with their
long-range dependencies yielding better feature representations and hence generate
representation that preserves identities better, especially for larger pose angles. We
used the face/head segmentation dataset for training and the FERET dataset for
testing, and the results were good for images with the most difficult angular
conditions. The performance of this model on the +90° images of the FERET dataset
for 980 samples was 49.6% compared to VGGFace which was only 2.6% accurate.
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Deep Multi-scale Dilated Convolution Neural Network with
Attention Mechanism: A Novel Method for Earthquake
Magnitude Classification

Parisa Kavianpour Mohammadreza Kavianpour Amin Ramezani
Faculty of Engineering and Department of Electrical and Department of Electrical
Technology University of Computer Engineering and Computer Engineering
Mazandaran Tarbiat Modares University ~ Tarbiat Modares University
Babolsar, Iran Tehran, Iran Tehran, Iran
p.kavianpour08@umail.umz.ac.ir kavianpour@modares.ac.ir ramezani@modares.ac.ir
Abstract

The magnitude of an earthquake influencesthe amount of damage and casualties
it causes in any society. Although reliable and timely prediction of magnitude
earthquakes can help reduce damage, it requires advanced algorithms to extract relevant
information fromraw seismic data. Because of its high strength in betterrepresentation
of features, Convolutional Neural Network (CNN) has demonstrated success in
earthquake predictionamong deep learning algorithms. The features of different received
fields obtained by various sizes of convolution kernels can give comprehensive seismic
information. Conventional CNN uses a one-size convolution kernel to learn complete
information from complex inputs. Furthermore, conventional CNNs have a limited
capacity to learn local and global features simultaneously. To address the issues above, we
suggested a novel strategy based on a multi-scale dilated convolutional neural network
with an attention mechanism (MSDCA). While the multi-scale module automatically
obtains the rich features of different time scales,the attention mechanism decides the
weight of distinct scales, improving the model’s dynamic adjustment performance and
adaptable capacity. The purpose of this study is to classify the magnitude of Himalayan
earthquakes into different categories based on their importance. The outcomes and
comparisons with state-of-the-art techniques demonstrate the proposed method’s
superiority.
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Smart Electrochemical Biosensors
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Abstract

Biosensors are devices equipped with bioreceptors for specific and selective detection of
various analytes. They work generally based on either redox or inhibition reactions. Due to
the fact that the activity of the bioreceptor immobilized on the working electrode of
electrochemical biosensors reduces over time, it should be replaced frequently, resulting in
undesirable effects on costs and commercialization of biosensors. In this research, machine
learning was used as the decision-making unit of an electrochemical nitrate biosensor
considering electrochemical data, pH of the samples, and enzyme activity decrement due to
its lifespan and storage temperature. Genetic algorithm (GA), particle swarm optimization
(PSO), Harris hawks optimization (HHO), and whale optimization algorithm (WOA) were
used to optimize the parameters of artificial neural networks (ANNS) and support vector
machine (SVM) to predict nitrate concentration. The findings showed that WOA-ANN and
GA-SVM resulted in a promising performance with coefficients of determination (R?) equal
to 0.93 and 0.91, respectively, even three weeks after the enzyme immobilization. Comparing
the results of the present study and those of former works on the development of smart
biosensors revealed the importance of improving the performance of smart biosensors by
using metaheuristic optimization methods.
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A Supervised Deep Learning-based Approach for
Bilingual Arabic and Persian Spell Correction

Mercedeh Irani, Mohammad Hossein Elahimanesh
Department of Computer Engineering Department of Computer Engineering
Iran University of Science and Technology Shahrood University of Technology
Tehran, Iran Semnan, Iran
m_irani@comp.iust.ac.ir elahimanesh@gmail.com
Arash Ghafouri Behrouz Minaei Bidgoli
Department of Computer Engineering Department of Computer Engineering
Iran University of Science and Technolog |ran University of Science and Technology
Tehl’an, Iran Tehran, Iran
aghafuri@comp.iust.ac.ir b_minaei@iust.ac.ir

Abstract

Spell Correction is a widely referred problem in natural language processing. Since spelling errors prevent
perfect transmission of the author's intended concepts to the audience, writers and researchers usually spend a
lot of time reviewing, to detect and correct spelling errors in their writings. Therefore, an automatic tool would
be a great help in this area. Persian language is very prone to these errors due to its unique features. Also, the
introduction of Arabic sentences and terms into this language has increased the challenges in spelling
correction. Thus, there is a need for a tool that can detect and correct spelling errors in bilingual Persian and
Arabic content. In this work, a supervised deep learning-based approach is proposed which benefits from a
conditional random field (CRF) recurrent neural network to correct bilingual Arabic and Persian spelling
errors. In order to create a suitable data set for training and testing the model presented in the proposed
approach, 220,000 sentences with Arabic and Persian content were taken. Then artificially and using the
methods of producing correct and error pairs, spelling errors were generated. In the next step, using the neural
network based on the conditional random field, a model was presented that takes the features extracted from
the data set as input to the network and makes predictions. The design of these features is one of the important
points in this type of implementation. The results of the evaluations show that the proposed approach has a
good and acceptable accuracy as the first bilingual Arabic and Persian Spell Corrector.
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Considering User Interests to Provid an Event Base
News Stream Framework

Mohammadreza Hassanpour Hamid Hassanpour Bagher Rahimpour
Faculty of Computer Engineering Faculty of Computer Department of computer
and IT Engineering and IT engineering
Shahrood University of Shahrood University of Mazandaran University of
Technology Technology Science and Technology
Shahrood, Iran Shahrood, Iran Babol, Iran
mrh.cmp@gmail.com h.hassanpour@shahroodut.ac.ir rc_bagher@yahoo.com
Abstract

With the wide spread use of social networks, news, as the most important product of
online media, has a significant effect in creating news streams and guiding public
opinion. By creating a news stream, news agencies sensitize people's minds to a
specific issue. One of the most important components of creating a news stream is
generating and recommending the appropriate text. In this article, we use the fine-
tuned GPT-2 model based on a deep neural network to generate text related to the
target topic. We also recommend the generated text to users using recommender
systems. In this research, the performance of the system was evaluated using the
dataset collected from a Persian question-and-answer (Q&A\) social network. The test
results indicate that the relevance of the generated text to the topic by the fine-tuned
GPT-2 model, has increased by 4% compared to the basic model.
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Optimal Routing between Sensors-Actuators in
Smart Grids Using Linear Matrix Inequalities

Fatemeh Moslemipour Mohammad Shahraeini
Department of Electrical Engineering Department of Electrical Engineering
Golestan University Golestan University
Gorgan, Iran Gorgan, Iran

fafa.29574@gmail.com m.shahr@gu.ac.ir
Majid Ziarathan Alireza Safa
Department of Electrical Engineering Department of Electrical Engineering
Golestan University Golestan University
Gorgan, Iran Gorgan, Iran
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Abstract

The rapid advancement of smart grid technology has led to large number of distributed sensors
and actuators in the network that require methods for solve problems such as stability,
reliability and more. Since the sensors and actuators are generally not located in one place, a
communication network is needed to transmit the system observations from the sensors to the
actuators. Thus, the design of the communication subsystem is of key importance for the
stabilization of system dynamics in smart grids. In this research, first, the smart grid as the
cyber physical system is modeled in the state space, and then the gain matrix, which
represents the connection between the sensors and the actuators, is directly obtained by
using an LMI. The simulation results for a DG voltage control system confirm that the
proposed method is methodical (i.e., does not require pre-configured routing) and is high
speed compared to similar methods, which is effective to stabilize large scale cyber-physical
systems.
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An intelligent method for detecting weather
conditions using deep learning on a combined dataset

Farshid Rajabi Neda Faraji Masoumeh Hashemi
Department of electrical Department of electrical Remote Sensing Research
engineering engineering Center
Imam Khomeini International Imam Khomeini Sharif University of
University International University Technology
Qazvin, Iran Qazvin, Iran Tehran, Iran
farshidrajabi94@gmail.com nfaraji@eng.ikiu.ac.ir hashemitame@sharif.edu
Abstract

Identifying weather conditions, such as snow, rain, fog, and dust, can be very
beneficial in safety and security concerns, and plays a prominent role in
transportation, driving and many daily activities. Taking advantage of the abundance
of surveillance cameras in the city and remarkable advances in Deep Neural Networks
(DNN) for image classification, we have developed a DNN model for more reliable
weather prediction. In the proposed model, transfer learning and fine-tuning
techniques are used for EfficientNet-B0O and EfficientNet-B4 convolutional neural
networks (CNN), and two models ResNet-50 and ResNet-101 with transfer learning
are given for comparison. The proposed model is evaluated on our constructed
combined dataset, which is composed of five different datasets and includes five
weather conditions: rain, snow, fog, cloud, and fine dust. Mislabeling has been
reduced in the combined dataset. The proposed EfficientNet-B4 model obtains the
best results with 94.79% accuracy comparing with ResNet-101 with 90.42% accuracy
at most. Additionally, the proposed model achieved a high accuracy of about 99% on
the Kaggle and DAWM-MCWCD dataset, which is superior comparing with the
previous studies.
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similarity-based approach for seed selection in
diffusion model

Farzaneh Kazemzadeh* Sanaz Afsharian
Department of Computer Engineering English department, Islamic Azad
Science and Research branch, Islamic Azad University, Damavand Branch,
University Tehran, Iran
Tehran, Iran !

Farzanehkazemzadeh1367@gmail.com Sanaz.afsharian@damavandiau.ac.ir

Ali Asghar Safaei Mitra Mirzarezaee
Department of Medical Informatics Department of Computer Engineering
Faculty of Medical Sciences, Tarbiat Science and Research branch, Islamic
Modares University Azad University
Tehran, Iran Tehran, Iran
aa.safaei@modares.ac.ir mirzarezaee@srbiau.ac.ir

Abstract

Following the invention of the Internet and its expansion among all the people of the world, many
software products, sites, games, and even hardware was presented by scientists, programmers, and
manufacturers, whose use today is one of the essential and irreplaceable needs. It has become part of
people's daily lives. Along with all the ways and means of using the Internet, social networks also spread
among people with great power and speed. Today, most people are familiar with social networks and
use them differently according to their needs. One of the ways to spread information is using social
networks. Through social networks, many users can be informed about information such as news,
advertisement, and many other things. This diffusion of information among users has been investigated
by the problem of influence maximization to provide a solution to spread the diffusion in the social
network. JACCIM algorithm, after detecting communities and selecting candidate nodes from
overlapping and non-overlapping nodes based on topology criteria including Jaccard coefficient, has
selected a set of k nodes. This collection has been able to maximize the diffusion of information in the
network. With experiments on the proposed algorithm, comparing it with some other algorithms, and
checking the results, the proposed algorithm has shown a significant impact on its execution time.
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An Artificial Neural Network Based
Ensemble Model for Predicting Antigenic Variants:
Application of Reduced Amino Acid Alphabets and

Word2Vec
Dr. Majid Forghani Prof. Michael Khachay
Mathematical Programming Lab., Head of Mathematical Programming Lab.
Krasovskii Institute of Mathematics & Krasovskii Institute of Mathematics &
Mechanicsl Mechanics,
Yekaterinburg, Russia Yekaterinburg, Russia
forghani@imm.uran.ru mkhachay@imm.iran.ru
Artyom Firstkov Edward Ramsay
PhD Student, Mathematical Programming Lab  Department of Scientific Productivity,
Krasovskii Institute of Mathematics & Saint Petersburg Pasteur Institute,
Mechanics, Saint Petersburg, Russia

Yekaterinburg, Russia

firstk121@gmail.com ER.StP@yandex.ru

Abstract

Assessment of antigenic similarity between strains of the influenza virus is a crucial factor when
planning vaccine compositions. To perform this, a gold-standard laboratory procedure, hemagglutination
inhibition assay, is conventionally used. Despite its theoretical importance and accuracy, this procedure
suffers from several shortcomings, including high time consumption. Therefore, various computer-aided
and mathematical methods have been developed to acquire earlier knowledge on the antigenic
characteristics of currently circulating viruses. In this paper, we introduce a state-of-the-art ensemble
artificial neural network model based on features derived from multi-representation of antigenicity.
Generally, each feature is generated from an optimized convolutional neural network whose input
describes the genetic difference between viruses in a specific numerical space. The space is determined
based on embedding of the genetic sequence by a reduced amino acid alphabet and the Word2Vec
framework. Our experiments indicated that the proposed model outperformed approaches from the
literature by achieving an accuracy level of 0.933 for the HIN1 subtype. This implies possible
application of our model as a promising exploratory tool in practical tasks of virus control.
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Automatic Separation of Effectlve Frames in the
Analysis of Voluminous Videos Using Human-Object

Interactions
Mahdi Marvi Mohajer Hamid Hasanpour
PhD student, Faculty of Computer teachers Academic member of the Faculty
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Shahroud University of Technology Technology.
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Abstract

In recent years, machine learning algorithms and deep neural networks have provided
very suitable answers to solve complex problems, including the analysis of human-
object relationships in videos, but one of the main problems in the operational use of
these algorithms is the time-consuming processing, Especially in bulky videos. In this
research, a dynamic approach is presented by combining the use of deep neural
networks along with scene evaluation function with different coefficients, during
which the people and objects present in the scene are identified and the effective
changes are investigated, focusing on the origin of the changes. In this method, the
changes of the different parts of the body are checked separately and with different
coefficients. The importance of this matter is that many of the changes in the scene
are not related to human-object interactions and a significant part of the processing
time in the usual methods is devoted to the investigation of these changes. In this
situation, most ineffective frames in the main process of the video are automatically
detected and excess frames are discarded even with changes in some areas such as the
background or neutral objects. The results show that this method, while reducing
frames and summarizing videos with human-object relationships, helps to use deep
learning algorithms for online processing of these videos.
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Investigating the differences between atrial fibrillation and
normal ECG signals using the EMD method

Ali Ekhlasi Hessam Ahmadi
Department of Biomedical Engineering Department of Biomedical Engineering
Science and Research Branch Science and Research Branch
Islamic Azad University Islamic Azad University
Tehran, Iran Tehran, Iran
ali.ekhlasi@srbiau.ac.ir hessam.ahmadi@srbiau.ac.ir

Abstract

this paper presents the application of empirical mode decomposition (EMD) for
analyzing electrocardiograph (ECG) signals and detecting Atrial Fibrillation (AF)
cases. EMD generates a limited and small number of Intrinsic Mode Functions
(IMFs). The decomposition is based on the direct extraction of components related to
various intrinsic time scales. In this paper, analytic functions corresponding to IMFs
are obtained using the Hilbert transform. Using a Central Tendency Measure (CTM),
the radius of a circle in which 95% of analytic function points are located within the
circle is determined. ECG signals like other biological signals are generally non-
stationary. Although traditional processing tools such as short-time Fourier or
wavelet transforms are applied for studying biological signals, they are unable to
probe completely the ECG signals. EMD is used as a proper technique for analyzing
and decomposing non-stationary data. The area of this circle in the complex plane has
been used as a feature in order to categorize normal ECG signals from the AF ECG
signals. Our results indicate that the area criterion of IMFs in the complex plane in
the normal cases are greater than those of the AF cases. In this way, the proposed
method can be effective in differentiating the ECG signals of normal subjects and
cases with AF.
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A Fuzzy Controller Design for a Stem-Vibration
Strawberry Harvester Robot

Keyvan Asefpour Vakilian Peyman Zarafshan
Department of Biosystems Engineering Faculty of New Science and Technology
Gorgan University of Agricultural University of Tehran
Sciences and Natural Resources Tehran, Iran
Gorgan, Iran p.zarafshan@ut.ac.ir

keyvan.asefpour@gau.ac.ir

Abstract

Recent studies have shown the acceptable performance of robotic solutions as reliable
techniques in agricultural fields. Robotic fruit shakers contain planar mechanisms
with a high degree of freedom. This research involved the performance evaluation of
several conventional controllers, as well as a fuzzy controller, in controlling the
vibration of a strawberry fruit-stem system using a five-degree-of-freedom air-
suspension stem-vibration (ASSV) mechanism. The displacement and angular
velocity of strawberry fruit, as the last arm of the mechanism, is studied during the
experiments. Simulation results revealed that compared to optimal, high-passed filter,
and low-passed filter controllers, an intelligent controller based on the fuzzy inference
system resulted in more appropriate performance with appropriate settling time and
maximum overshoot of the study state variables.
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Data-Driven Model Predictive Control for Load-
Frequency Control in Islanded Microgrids
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University, Jiangxi University of Science and Amirkabir University of
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dastgerdi CanmetENERGY Research Iran Grid Secure Operation
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fayazhossein72@sel.iaun.ac.ir jalalmoradi@ieee.org

Abstract

One of the basic issues of microgrids is frequency and power control in a separate
state from the power grid. In this article, the data-based predictive control method is
presented for the first time in a microgrid in order to control the load frequency. By
applying the control signal to the sources and positioning the proposed controller in
the secondary loop of frequency control, frequency disturbances are detected after
microgrid power changes. In fact, the designed controller first provides a model of
the system based on the Subspace System Identification method, and then, based on
the obtained model, based on the appropriate dynamic logic, it directs the control
system in alignment with the goals of the system. The proposed method was
implemented for the first time in a standard microgrid without considering the
dynamic model associated with the targeted system, and in addition to achieving the
control goals, i.e., load frequency control, it was also able to repel disturbances well.
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Evaluating Keyphrase Extraction Methods for
Clustering Influenza-Related Scientific Papers
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Mathematical Programming Lab., Department of Science
Krasovskii Institute of Mathematics & University of Science and Technology of
Mechanics, Mazandaran
Yekaterinburg, Russia Behshahr, Iran
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Artyom Firstkov Kazem Forghani
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Yekaterinburg, Russia Tehran, Iran
firstk121@gmail.com k_forghani@mathdep.iust.ac.ir

Abstract

The number of annual scientific publications is growing year by year, which has led to the accumulation
and formation of large databases. This increases the complexity of the search for relevant articles.
Modern search engines leverage keyphrases to improve the performance of search results. Keyphrases
(or keywords) are a set of single or multi-word expressions which provide a very compact summary of
contents and describe the overall topic of a document. Implementation of keyphrase extraction can be
varied for specific-domain databases. This motivated us to evaluate these methods on a database of
influenza scientific literature. In this work, we considered 9 well known methods for extracting
keyphrases. Our preliminary results show that graph-based methods which employ topics outperform
others using our database. We also determined that influenza-related papers can be grouped into three
general topics: public health & medical care; molecular biology & immunology; and phylogenetic &
epidemiological studies
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Radio Frequency Fingerprint Identification of Drones
Based on Variational Mode Decomposition

Hossein Esmaeili Ali Kermani
Department of Electrical Engineering Department of Electrical Engineering
Islamic Azad University Mazandaran University Science and
Sari, Iran Technology
eshossein1373@gmail.com Behshahr, Iran
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Abstract

Recent technological advances have made drones one of the most popular unmanned
vehicles for commercial and noncommercial uses. However, there are challenging
concerns about their malicious uses. This issue shows the necessity of using a drone
detection and identification system with high accuracy and range. In this research, we
introduce a drone detection and identification system using fingerprint Identification
of radio frequency(RF) signals of drones. Firstly, the drone signal is detected using
an energy detector. Then, the RF signal variational mode decomposition (VMD) is
calculated. In the following, high-order statistical features are extracted from VMD
band-limited modes. The classification process has been applied using directed
acyclic graph SVM (DAGSVM). According to the results, the proposed method can
detect and identify different drone types with 93% and 86% accuracy for standard and
practical datasets, respectively.
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Adaptive Frame Selection In Two Dimensional
Convolutional Neural Network Action Recognition
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Tehran, Iran Technology Tehran, Iran
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Abstract

We presented a technique in this research for dynamic frame selection to achieve
robust features. This situation results in less redundancy and useful input for the
network. Because it uses fewer processing resources and offers adequate accuracy,
the suggested technique is appropriate for real-time applications. The network
becomes more efficient and maintains adequate accuracy when informative frames
are chosen and computation is minimized. The framework is tested on UCF101 as
one of the large and realistic datasets. The experiments show acceptable results
employing both Resnet-50 and Mobilenet pre-trained features.
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Performance of Probabilistic AODV Routing
Algorithms in MANETS
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Abstract

Mobile Ad hoc NETworks (MANET) are infrastructure less networks that are
mostly used in emergency situations where the base station is damaged. The most
important application of such networks is in the military and more especially for
search and rescue (SAR) applications. Therefore, it is important to investigate the
effective parameters on the performance of such networks. In this paper, we focus
on the probabilistic Ad hoc on-demand Distance Vector (AODV) routing algorithm
which is a common routing algorithm in MANETS. Because of the importance of
improving network performance and preventing collision, therefore in this paper, we
propose an intelligent probabilistic method to improve the network’s performance
by increasing the throughput and decreasing the average end to end delay. The
proposed method is evaluated for probabilistic AODV by defining a probability
density function (PDF) depending on factors such as network density, probability of
forwarding the messages, and mobility using a cuckoo optimization evolutionary
algorithm to find out the best probability of forwarding in order to maximize a cost
function depending on throughput and average end-to-end delay. The simulation
results are provided using NS2 simulator.
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On linearization of the product of two continuous

variables
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Abstract

Linearization of nonlinear functions is a common strategy that researchers use in many
practical optimization problems due to existence of more powerful linear programming
algorithms. In this note, an approximate technique for linearizing the polynomial term
obtained by multiplying two continuous variables is studied. A constructive demonstration of
the linearization technique is presented in detail which helps to show that the previously
claimed upper bound on its error of approximation is incorrect and may therefore lead to
solutions that are not accurate enough. Furthermore, to prevent misuse of the mentioned
technique, we determine the best upper bound on its error of approximation.
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Multi-label detection of ophthalmic disorders using
InceptionResNetV2 on multiple datasets
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Abstract

Recently, Al-based methods have been extensively used to help in the process of
diagnosing eye diseases due to their prevalence. But since these methods can't be
generalized well, they can't be used in the real world. In this paper, we compared the
two fundamental approaches for improving the model's performance on the eye
disease detection task. The idea is that, for real-world applications, using multiple
datasets for robustness is more beneficial than enhancing the architecture just to
increase the accuracy. To demonstrate this, we chose three state-of-the-art
architectures as our baseline and changed them slightly so that the overfitting
wouldn’t happen. For the first approach, we change the classification head to XGB
and SVM, and for the second approach, we combine the two datasets for the training
stage. The results show that high-quality data with representative distribution can
have a better effect than sophisticated architecture for real-world applications. This
approach performed 3% better than the last state-of-the-art model. The
implementation is available at “https://gitlab.com/asiyeh.bahaloo/eye-disease”
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A Pattern Recognition Framework for Signal
Processing in Metaverse
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Abstract

Recognizing emotions in Metaverse and the real world at the same time is a significant issue
that is less addressed today and is very attractive to many psychologists. In this paper, using a
simple machine learning (ML) network called echo state network (ESN), speech emotion
recognition (SER) has been done in both the Metaverse and the real world. Due to the recursive
structure of the reservoir used in ESNs, they will have limitations for modeling high-
dimensional data (because of high memory consumption). In this paper, a new structure is
presented to empower ESNs for high-dimensional signal processing. To reduce the complexity
caused by hyper-complex data, an octonion-based nonlinear ESN (ONESN) has been
proposed. In addition, two different scenarios are designed and analyzed for how to
demonstrate the functionality of the proposed networks.
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Deep Self-Organizing Maps for Visual Classification

Mahsa Famil Barraghi Habib 1zadkhah
Department of Computer Science Department of Computer Science
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Abstract

In this paper, we propose a deep self-organizing map algorithm that consists of parallel layers
of self-organizing map and sampling. The self-organizing layer has certain numbers of self-
organizing maps, with each map only looking at a local region on its input. The winning
neuron from every self-organizing map in the layer is then organized in the sampling layer to
generate an image which could then be fed to the next self-organizing layer. To analyze the
effectiveness of the proposed deep self-organizing maps, we apply it for visual classification.
The visual classification of deep self-organizing maps is evaluated using the following visual
data exploration methodologies: 1) U-matrix, 2) hit-maps, and 3) class label distribution.
Compared to traditional self-organizing map single-layer networks, results demonstrate that
deep selforganizing maps produce more accurate visual representations of the distribution of
the data.
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An Accelerated Coordinate Descent Method for Support
Vector Machine

Ahmad Kamandi Mohammad M. AlyanNezhadi Zahra Amiri
Department of Mathematics , Department of Computer Facultyof Computer
University of Science and Science, University of Science Engineering, Shahrood
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Behshahr, Iran. Behshahr, Iran Shahrood, Iran
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Abstract

Support vector machines (SVMs) are famous and important classifiers in
classification researches. SVM and its application have been used in an enormous
amount of research in various scientific domains in recent years. There are different
methods to solve SVM problems. Coordinate descent methods are one of the main
categories of methods for solving these problems. In this paper, using the
generalization of Aitken's A2 process to the vector case, a new accelerated coordinate
descent algorithm is proposed. The new algorithm is tested with three different
datasets. The numerical results indicate the efficiency of the new algorithm in the
concept of increasing the speed of convergence.
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