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Abstract

Medical images play key roles in diagnosis, treatment planning, treatment
evaluation, and prognosis of various diseases. While qualitative analysis of medical
images by clinical experts is essential, their quantitative analysis greatly aids
physicians and makes significant contributions to the diagnosis, treatment planning,
treatment evaluation, and prognosis. Such quantitative analysis requires various
image processing and pattern recognition algorithms for noise suppression, image
restoration and enhancement, organ or structure segmentation, and tissue
characterization and quantification. With the advancement of deep neural networks,
many of these tasks can nowadays be done by such networks. However, the design
and application of these networks are challenging. In this presentation, | will
introduce deep neural networks that have been developed in recent years for
addressing some of the medical image analysis problems. I will also describe a
major challenge in the development of such networks and our approach to solve it. |
will conclude my presentation with a summary of the achievements and the
remaining problems in this exciting and impactful field.

Bio

University of Tehran and Institute for Research in Fundamental Sciences (IPM), Tehran,
Iran, and Henry Ford Health System, Detroit, Michigan, USA
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Abstract

With an increase in the utilization of appliances, meeting the energy demand of
consumers by traditional power grids is an important issue. Demand Response programs
have been introduced to provide balance between supply and demand. The success of
demand response programs depend conclusively on real-time data communication
between the consumers and the suppliers. Hence, a scalable and programmable
communication network is required to handle the data generated. Due to the recent
advances in Information and Communication Technology (ICT), the telecommunication
industry trends have been changed. Software Defined Networking (SDN), Cloud
Computing and Network Function Virtualization (NFV) are some new developments
which provide huge evolution in the telecommunication industry. In this talk, the impact
of cloud/fog computing on improving demand response performance is investigated.

Bio
Ferdowsi University of Mashhad, Mashhad, Iran, and University of Toronto,
Canada.
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Abstract

Online exams are a necessity for today’s society, but surveillance problems impair the
accuracy of this type of examination. By using intelligent systems, it is possible to
closely monitor online exams and reduce the cost of holding exams without the need for
a human supervisor. Two types of cheating may occur in exams: faking one’s identity
and assigning the exam to a third party, or obtaining answers through unauthorized
sources. Despite the accuracy that proctors have in face-to-face exams on the identity
and behavior of examinees, significant cases of cheating are usually reported in this type
of examination. The identity of the examinees can be recognized at the beginning and
during the exam by using an intelligent monitoring system. Face recognition methods
can be used to verify the identity of the examinee. In addition, just as handwriting is one
of the methods of authentication, how people type can also be used as a biometric
method to identify people. There are several ways to use features related to how people
type for identification. Exam proctors can detect fraud by carefully monitoring the
behavior of examinees. Fraud may be overt or covert. When the examinee uses a person
or device such as a mobile phone during the exam, he or she is usually identified by the
proctor. With advances in machine vision technology, this type of fraud can be easily
detected by intelligent systems. In covert fraud, the means of fraud are hidden from the
proctors' point of view, or fraud is generally done without special means. During covert
cheating, the examinee exhibits unusual behavior, such as not paying attention to the
exam questions. In this presentation, the detection of scenes suspected of hidden fraud in
electronic tests through the behavioral analysis of the examinee is considered. This can
be considered as an issue of video anomaly detection. Given that human behavior is
manifested by the posture and movements of the body, they play a key role in
identifying fraudulent behavior. Therefore, recognizing the state of the body, e.g.
emotional states such as stress, as well as recognizing human activities are the main
research fields related to this subject. In this keynote talk, while providing solutions for
identifying different types of online exam fraud, various research aspects are discussed
and an intelligent system is proposed for video surveillance.

Bio
Shahrood University of Technology, Shahrood, Iran.
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Abstract

Text and speech processing are important subjects in Al and DSP. We start with
languages and their characteristics, and go forward to look deep into the concept of
computing discipline, its differences with physical sciences, and its unique role in
creating intelligence and Al. Al is more explored, its progresses, obstacles, and
misunderstandings are surveyed. The new challenges and opportunities in Al and NLP
research are also discussed.

Bio
Sharif University of Technology, Tehran, Iran.
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Abstract

Brain-Computer-Interface (BCIs) is designed to acquire brain signals
and then control a system that functions between a physical device and
the human brain. It is aimed at assisting patients with motor
disabilities. In this study, Functional near-infrared spectroscopy
(FNIRS) signal, a new brain imaging technique based on measuring
brain hemodynamic response on the cortical surface used in various
cognitive neuroscience and neuro-rehabilitation systems, has been
used to classify 30 subjects' unilateral multi-classes finger and foot-
tapping in the three classes of left and right-hand movement and foot
tapping. The objective is the classification of the multi-class fNIRS
signals with multiple classification methods and comparing the
obtained results. We have used the classification methods for each of
the 30 subjects, followed by the voting method and stacking method
as an ensemble learning approach. The results given in the form of an
average for all subjects reached 64.8+13% and with ensemble learning
voting method reached 66.4+16%, whereas that with the ensemble
learning stacking method with ANFIS reached 60.66+£16%. Finally,
these results show that, based on the selected Ensemble Learning
method, we may have not only an improvement in the accuracy but
also shows a decrease in the standard deviation, suggesting that the
classification model leads to better results by decreasing the variance
of the predictions

Keywords: Brain-Computer Interface, BCI, Ensemble learning, AdaBoost,
fNIRS, support vector machine, KNN, naive bayes, ANFIS, FCM
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Abstract

Earthquakes are a very catastrophic natural event that occurs due to
sudden changes in the earth's crust, leading to human, financial, and
environmental losses in society. Therefore, employing an efficient and
dependable method for earthquake prediction can significantly reduce
casualties. In this regard, we proposed a deep neural network called
the hybrid convolutional neural network and bi-directional long-short-
term memory (HC-BiLSTM) to predict the mean magnitude of the
future earthquake in a specific area of Japan. To achieve this goal, we
suggest a strategy based on four key steps: the division of areas, the
preprocessing, the spatial and temporal feature learning, and the
prediction. In the division of areas step, the part of Japan is divided
into 49 smaller areas to better predict the next earthquake's location.
The preprocessing step uses the zero-order hold method in the time
series of the mean magnitude of the earthquake. In the next step, the
learning spatial and temporal characteristics between earthquake data
include three layers of CNN and pooling and two layers of LSTM.
Finally, the prediction step has two fully connected layers that
combine information supplied by HC-BILSTM to predict the mean
magnitude for the earthquake next month. As a result, using a
comparative method, this study demonstrates the superiority of the
proposed method over other common earthquake prediction methods.

KeyWOI’dS: Earthquake prediction, Convolution neural network, Bidirectional
LSTM, Time series prediction, Deep neural network
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Abstract

Energy prediction is an essential task in smart homes for demand-side
management and energy consumption reduction. Therefore, an
intelligent forecasting model is necessary for predicting demand-side
energy in residential buildings. Recent studies have shown that deep
learning networks have higher performance than traditional machine
learning methods in short- term load forecasting. In this paper, a new
hybrid network is proposed that consists of Auto-Encoder LSTM
layer, Bi-LSTM layer, stack of LSTM layer, and finally Fully
connected layer. The experiments are conducted on an individual
household electric power consumption dataset and the results
demonstrate that the proposed network has the smallest value in terms
of root mean square error (RMSE), mean absolute error (MAE), and
mean absolute percentage error (MAPE) in comparison with other
state-of-the-art approaches.

Keywords: power consumption, load forecasting, deep learning, demand-side
management, autoencoder
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Abstract

Wind energy modeling is a crucial task to evaluate the feasibility and effectiveness of
the implementation of any site. Wind energy modeling principally depends on wind
speed distribution. Determining wind speed distribution is fundamentally based on the
used distribution functions. This paper presents a comprehensive study based on five
different distributions to describe the wind speed pattern, namely, Rayleigh, Gamma,
Extreme Value, Logistic, and T Location-Scale. In addition, three metaheuristics
optimization methods, Grey Wolf Optimization, Marine Predators Algorithm, and
Multi-Verse Optimizer, are utilized to select the optimal parameter values of each
distribution. Five error measures are investigated and compared to test the accuracy
of the presented distributions and optimization methods. To carry out this analysis,
Catalca in Istanbul, Turkey, is selected as the case study. The obtained results confirm
that all introduced distributions based on optimization methods are efficient to model
wind speed distribution at the selected site. Rayleigh distribution achieved the best
matching while Extreme Value distribution provided the worst matching. Finally,
many valuable deductions drawn from this study are also discussed.

Keywords: Wind Energy Modeling, Statistical Distributions, Probability
Distribution Function (PDF), Cumulative Distribution Function (CDF), Inverse
CDF (ICDF), Grey Wolf Optimization (GWO), Marine Predators Algorithm
(MPA), Multi-Verse Optimizer (MVO).
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Abstract

Using computer-aided diagnosis systems for helping radiologists and
reducing the time of diagnosis is vital. In this paper, Faster-RCNN
with three different backbone structures for feature extraction is
applied for fracture zone prediction on bone X-rays of the MURA
database. We used just three subsets of all seven subsets of the
database. These subsets contain X-rays from the humerus, elbow, and
forearm. The results of the experiments show that Faster-RCNN with
Inception-ResNet-Version-2 as the feature extractor has the best
performance. AP of this model on test samples in the best condition of
parameters setting reaches 66.82% for I0U=50%.

Keywords: Bone fracture diagnosis, Fracture location, X-ray images, Faster-
RCNN model, MURA database
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Abstract

The movie industry is one of the largest and most influential sectors of
any community. Each movie in the industry consists of different
elements such as actors, directors, preparation elements, posters, etc.
One of the most important elements in any movie is its poster, that
plays an important role in attracting the audience. Various information
can be obtained from the movie poster, including the movie genre.
Today, the movie genre is recognized manually. In this paper, we aim
to consider the automatic detection of movie genres based on its
poster. Automatic detection of movie genres can have various
applications in movie archive systems, search engines, recommender
systems, and more. In the proposed method of this paper, four
categories of embedding features including the objects in the poster,
identifying the actors, age, and gender of the actors in the poster, and
their facial expressions are used. Our proposed method is compared
with some outstanding previous works over the IMDB dataset poster.
By incorporating an ensemble classification approach in our work, the
results of our proposed method could achieve the average predicting
accuracy of 92% which could outperform the previous works.

Keywords: Movie Posters, Movie Genre, Convolutional Neural Network,
Word Embedding, Ensemble classification
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Abstract

Nowadays, data access, data sharing, data extraction and data usage
have become a vital issue for technology experts. With the rapid
growth of content on the Web, humans need new and up-to-date
approaches for data extraction from the Web. However, there is much
useless and unrelated information such as navigation panel, content
table, propaganda, service catalogue, and menus in these pages. Thus,
the web content is considered useful (original) and useless (secondary)
content. Most receivers and final users search for useful content. This
research presents a new approach to extract useful content from the
Web. For this purpose, child nodes are selected as the original content
by weighing the fundamental contextual rules method to DOM Tree’s
nodes. Overall, after standardizing web page and developing DOM
Tree, the best child node of the parent node are selected according to
a weighing algorithm; then, the best path and the best sample node are
selected. The presented solution applied on several datasets shows
high accuracy rate such as Precision, Recall and F factor are 0.992,
0.983 and 0.988, respectively.

Keywords: Data Mining, Text Mining, Data Extraction, Weighing, Structure
Content Extraction.
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Abstract

Accurate and reliable determination of foodborne pathogens (FBPs) is
necessary for food safety. Spectroscopic methods such as FT-IR and
Raman spectroscopy are among the label-free and sensitive methods
for diagnosing FBPs. Although Raman spectroscopy equipped with
confocal microscopy is developed for multiplex detection of FBPs,
machine learning methods optimized by advanced optimization
algorithms can be useful for the efficient determination of FBPs in
food. In this study, genetic algorithm (GA) and particle swarm
optimization (PSO) were used to optimize the architecture of artificial
neural networks (ANNS) to predict the type of FBPs based on their
Raman data. Raman spectra of single cells of 12 common strains from
five genera were obtained to create a dataset. The results showed that
the average accuracy of GA-ANN and PSO-ANN hybrid models was
0.89 and 0.93, respectively. Moreover, ATCC 14028 and ATCC
19112, the strains of Shigella and Listeria bacteria, were predicted
with the highest performance (0.96) based on the Raman spectra of
their corresponding cells. The method presented in this study included
Raman spectroscopy combined with neuron-based machine learning
methods for the FBP efficient diagnosis.

Keywords: artificial neural networks; Raman data; bacteria; genetic algorithm,
particle swarm optimization
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Abstract

In this paper, the problem of entropy-based classification of time-
series into stochastic, chaotic, and periodic is addressed, followed by
proposing an alternative joint-entropy approach to time series
classification. These data-driven methods describe the behavior of a
signal, using the association of the entropy of a time-series with
emergence and self-organization, as complex systems characteristics.
First, we deduce that certain groups of entropies, namely Fuzzy
entropy, and Distribution entropy, share more similarities with
emergence, while permutation and dispersion entropies could be
associated with self-organization. Then, we utilize these resemblances
to propose a joint-entropy alternative approach, in which one of the
specific entropies is presented for each characteristic. Further, in
simulations, we evaluated the performance of our proposed approach,
comparing with single entropy methods, using different classifiers and
decision boundaries. The results reveal an excellent performance of
98% accuracy for simultaneous utilization of the Distribution and
Permutation entropies as the input features of Random Forest
classifier, while this value is at best 89% for when only a single
entropy is fed to the classifier

Keywords: time-series classification; entropy; emergence; self-organization;
chaotic time-series
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Abstract

Security in smart grids has been investigated by many scholars so far. Among the
existing security issues, False Data Injection (FDI) attacks in energy, computers, and
communication domains are still an ongoing challenge. These attacks have the ability
to sabotage the grid through causing misfunctioning of measurements devices as well
as changing the state estimation appraisal so that these changes, known as false data,
cannot be easily recognized and identified using conventional approaches. In this
paper, the degree of network resilience against FDI attacks is analyzed by simulating
a randomly generated sample FDI attack, in which the false data vector has different
intensity and different quantity. A steady-state AC power flow in accordance with the
outage model is employed to simulate and predict the power system response after the
incidence of an FDI attack, and the ability of this attack for blackout and shutting
down the transmission network has been investigated. In the proposed model, the
transmission line outage, load shedding, as well as voltage instability metrics are
tested and analyzed on the IEEE 300- bus test network. Given that FDI attacks are
considered a serious threat to power systems, the preliminary results imply that the
targeted electricity grid is resilient against these attacks in terms of the probability of
outage and chain blackouts, but the transient voltage stability can be affected.

Keywords: Smart Grids, Resilience, Anomaly Detection, Cyber-Security,
False Data Injection (FDI) and Sabotage
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Abstract

Automatic Speaker Verification (ASV) is a biometric authentication
system identifying a person based on the voice presented to a system.
Nowadays, due to the widespread use of these systems, various attacks
are carried out on them. These attacks are in four different formats,
which are impersonation, speech synthesis, voice conversion and
replay attack. One of the most commonly used attacks is replay attack
due to its simplicity. The purpose of this study is to provide a
countermeasure system against replay attacks. We found that the effect
of noises generated by different recorders and playback devices on the
spoof samples can be used as a criterion for attack detection. So this
study analyzes the silent parts of the speech signal that include the
noises of various recording and playback devices. Also due to the
proper operation of deep convolutional neural networks in
classification applications, we propose an ensemble classifier based on
end to end neural networks architecture and residual structures to
accurately distinguish spoof utterances from genuine ones. We have
decreased the t-DCF metric on ASVspoof2019 database by almost
16 Zcompared to similar models that have processed on full speech
signals.

Keywords: Automatic Speech Verification, Voice Activity Detection, Replay
Spoof Attack Detection
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Abstract

Sleep apnea is the most popular sleep disorders which may lead to
physical and mental problems. A quick and accurate diagnosis helps
physicians to make a suitable remedy for it. Electroencephalogram
(EEG) is the electrical activity recorded from the surface of the skull.
The identity of EEG is non-linear and complex, thus the study of
complexity of EEG signal can be helpful to access valuable
information from it. In this paper, 12 entropies (Shannon, Renyi,
Tsallis, threshold, permutation, spectral, wavelet, SURE, norm, log
energy, fuzzy, and sample), complexity features, are extracted from
six frequency bands (delta, theta, alpha, sigma, beta, and gamma) in
three different EEG channels. Finally, 72 features were applied to
detect apneic subjects from normal ones by using support vector
machine classifier (SVM), 90% accuracy was obtained in O1-A2
channel with whole features which is an acceptable accuracy in
comparison with other works. Also to select the most effective
features, the minimum-redundancy maximum-relevance (MRMR)
algorithm was used and 89.07% accuracy with 28 selected features
was acquired.

Keywords: Entropy; Apnea; Complexity; Electroencephalogram( EEG),
Support Vector Machine (SVM), minimum-redundancy maximum-relevance
(MRMR)
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Abstract

Content-based image retrieval (CBIR) is one of the most applicable
image processing techniques which includes two main steps: feature
extraction and retrieval. A feature vector related to visual contents of
image is extracted from the image in the feature extraction step. Three
set features color, texture and shape are extracted from image in
typical CBIR systems. Dominant color descriptor (DCD) is a method
based on color information of the image. There are many color spaces
to represent an image, so DCD can be implemented in any of these
color spaces. In this paper color spaces RGB, CMY, HSV, CIE Lab,
CIE Luv and HMMD are considered and effect of them in DCD
features is investigated. Also, the CBIR precision is affected by the
number of partitions in DCD method which is analyzed in this paper.
Simulation results on Corel-1k dataset show that the HSV color space
achieves better precision comparing the other color spaces.

Keywords: dominant color descriptor; content-based image retrieval; color space
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Abstract

This paper aims to smoothen the movements of an under-constrained cable-suspended
parallel robot which carries a camera for video capturing purposes, especially for
video capturing of football games. This goal is achieved by means of an accurate while
simple PID controller optimized by the Simulated Annealing algorithm and
implemented on the joint space. Moreover, a planning strategy is considered for the
joint space trajectory of the robot which guarantees the zero jerk, acceleration, and
velocity at the start and the end of motions. On this regard, a septic function for each
joint of the robot is considered and the corresponding boundary conditions are applied
to the function to make the end-effector movements less oscillatory. This method is
implemented and tested on an experimental setup while the end-effector oscillation
data is recorded using an IMU sensor attached to the end-effector of the robot.
Applying frequency analysis on the oscillatory data of the end-effector reveals that
this simple method, on average, resulted in a 33.8% reduction in the average amplitude
of the end-effector oscillations. Moreover, the maximum joint space error was
decreased by 76.68% when using septic joint profile compared to the ordinary linear
Cartesian trajectory planning approach. Upon applying the proposed strategy, the error
of the controller has been reduced by 92.26% with respect to the previous research
performed on this experimental setup. Without requiring any knowledge on the
dynamic model of the robot or the natural frequencies of the end-effector or using any
complex controller, this method significantly increased the smoothness and accuracy
of the robot movements. The proposed method can be regarded as a definitive asset
when this robot is used for video capturing purposes.

Keywords: cable-suspended parallel robots; video capturing; controller
design; path planning; simulated annealing
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Abstract

Most studies use linear correlation as an estimator of functional connectivity. This
measure does not detect the nonlinear dependence between two variables. During
resting state, there are nonlinear relations among time series discarded by common
functional connectivity measures such as Pearson correlation. Another limitation of
linear correlation is the inability of calculating the association between two
multivariate variables. Typically, a dimension reduction such as averaging is applied
to each region time series. This reduction leads to a loss of spatial information across
voxels within the region. Here, we propose to use a new information-theoretic measure
as an interaction estimator between brain regions. Using simulated data, we show that
this measure, multivariate mutual information (MVMI), overcomes the above
mentioned limitations.

Keywords: mutual information, functional connectivity, principal component
analysis, linear correlation
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Abstract

Visual P300 mind speller is a brain-computer interface that allows an individual to
type through his mind. For this goal, the subject sits in front of a screen full of letters,
and when his desired one is highlighted, there will be a P300 response (a positive
deflection nearly 300ms after stimulus) in his brain signals. Due to the very low signal-
to-noise (SNR) of the P300 in the background activities of the brain, detection of this
component is challenging. Principal ERP reduction (pERP-RED) is a newly
developed method that can effectively extract the underlying templates of event-
related potentials (ERPSs), by employing a three-step spatial filtering procedure. In this
research, we investigate the performance of pERP-RED in conjunction with linear
discriminant analysis (LDA) to classify P300 data. The proposed method is examined
on a real P300 dataset and compared to the state-of-the-art LDA and support vector
machines. The results demonstrate that the proposed method achieves higher
classification accuracy in low SNRs and low numbers of training data.

Keywords: Principal event-related potentials, P300, visual mind speller, brain-
computer interface.
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Abstract

Vehicular communication can be highly improved by providing network access points
distributed along with the road network. Such access points for vehicles are commonly
referred to as roadside units and provide a backbone integrating the whole vehicular
network. However, to avoid wasting resources and maximizing network efficiency,
the locations where these units are installed need special attention in such networks’
design. In this work, we propose two novel strategies (Partial Time Information (PTI)
and Maximum Coverage Time (MCT)) to deploy a predefined number of roadside
units seeking to maximize the number of distinct vehicles crossing covered areas
during a given time threshold. Instead of relying on the full trajectory of vehicles,
which may incur privacy issues, the PTI strategy utilizes duplicate coverage time
ratios between urban regions to infer the best locations for deploying the roadside
units, while the MCT does not consider any mobility information at all. As a baseline,
we consider the FPF strategy, which projects the flow of vehicles in a Markovian
approach. Simulation results based on the data traffic set of Cologne, Germany
demonstrate that the proposed approaches increase the vehicle to infrastructure
connection time in comparison to FPF.

Keywords: Vehicular Networks, Roadside Units, Deployment, Duplicate
Coverage, V2I Connection Duration.
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Abstract

The centralized structure of software defined networks makes them
vulnerable to distributed denial of service attacks. Given that these
attacks can easily destroy the computational and communicational
resources of controller and switches, they make the network fail in a
short time. Hence, it is vital to protect the controller. Utilizing the
unique features of software defined networks, this paper propounds an
effective method to detect distributed denial of services attacks. For
this purpose, entropy was used to detect attacks. Furthermore, this
method utilizes a dynamic threshold instead of a static one to
distinguish between normal and attack traffic. The dynamic threshold
heightens the accuracy of attack detection in the proposed algorithm
to 98% on average while the accuracy in the benchmark algorithm
using entropy and the static threshold is 96%.

Keywords: Software Defined Networks, Distributed Denial of Service Attacks,
Entropy, Controller, Dynamic Threshold.
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Abstract

In the new generation networks, the freshness of the data plays a
prominent role in real-time systems. The novel metric of the age of
information (Aol) measures the elapsed time since the generation of
the latest received data. This paper considers a real-time scenario
where a source node samples and forwards the measurements to a
monitoring center over a millimeter-wave (mmWave) channel. The
source node is also equipped with a finite rechargeable battery to
harvest energy from the environment. We propose a remote
monitoring problem that considers the tradeoff between the
minimization of long-term average Aol and the energy usage of the
source node. We formulate the problem as an MDP model, and as a
model-free reinforcement learning approach, we utilize the Q-learning
algorithm to obtain the optimal policy that minimizes the long-term
average Aol. Our evaluations investigate the convergence property as
well as the impact of changing the problem parameters on the average
Aol and average energy consumption. Simulation results show that
compared to two other baselines (i.e., random and greedy (myopic)
policy), the proposed Q-Learning based algorithm is able to keep the
data fresh and consumes less energy by considering the possible future
system states.

Keywords: age of information; energy harvesting; mmWave communication;
Q-learning.

Iran University of
Sclence and Technology

Iran

2- Center of Excellence in Future Networks School of Computer Engineering Iran University of




N

1- Ph. D student in the faculty of Geomatics engineering K. N. Toosi university of technology

.Tehran, Iran Professor in the faculty of Geomatics engineering K. N. Toosi university of technology -¥

7th International Conference on Signal

Processing and Intelligent Systems

December 29th and 30th, 2021
Iran University of Science and Technology

Machine Learning-Based Estimation of Suspended Sediment
Concentration along Missouri River using Remote Sensing
Imageries in Google Earth Engine

Alireza Taheri Dehkordit, Hani Ghasemi?, Mohammad Javad Valadan Zoej?

Tehran, Iran. alireza.tahery@email.kntu.ac.ir

2- M. Sc student in the faculty of Civil engineering K. N. Toosi university of technology

Tehran, Iran. hanighasemi@email.kntu.ac.ir

valadanzouj@kntu.ac.ir

Abstract

Estimation of Suspended Sediment Concentration (SSC), regarded as
a crucial component of hydrological and ecological processes, can
provide a better understanding of water quality. This study aims to use
Sentinel-2 (S2) level-2A (L2A) images with less than 1% cloud
coverage and supervised machine learning-based regression models to
estimate SSC along the Missouri River. The model gets the reflectance
values of different spectral bands and predicts the corresponding SSC
value for each water pixel. Time-series data of three different ground
measuring stations and surface reflectance values of the closest pixel
to each station are used to train and validate the model. Two popular
regression models, Support Vector Regression (SVR) and Random
Forests (RF), are trained, validated, and compared online in the Google
Earth Engine (GEE) processing platform by using 68 satellite images,
without the need to be downloaded. The results demonstrated that the
RF model with a root mean square error (RMSE) and mean absolute
error (MAE) of 59.521 and 46.493 mg/L outperforms the SVR model.
Moreover, the RF model resulted in a higher correlation between the
real and predicted SSC values (R2 = 0.79 and Pearson’s r = 0.877).
Also, the two short wave infra-red (SWIR) and red bands play more
considerable roles in SSC estimation using S2L2A images than other
bands.

Keywords: Sentinel-2, Support Vector Regression, Random Forest, Google
Earth Engine, Suspended Sediment Concentration.
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Abstract

Hyperspectral image (HSI) classification is one of the most important
applications among all types of classification fields. Proper
classification of spectral data leads to discovery of important land
covers. In recent years, many methods have been introduced to
increase the HSI classification accuracy. Methods based on neural
networks show superior results compared to other methods. Among
them, the two-dimensional convolutional neural networks (2D-CNNs)
inspired by the human eye retina have achieved higher accuracy in
classification. In most cases, HSI classifiers use only spectral features.
In this paper, the spectral-spatial feature fusion and HSI classification
using 2D-CNN are focused. For this purpose, the first 2D-
convolutional layer of CNN is substituted by two combined 2D-
Gabor-Shapelet filter banks. This layer extracts contextual information
and provides valuable joint spectral-spatial features. The experimental
results on real HSI (including the urban and agricultural areas and their
mixture) show that the proposed method improves the overall
classification performance. Compared to several famous HSI
classification based on neural networks, the proposed method has
higher speed and classification accuracy.

Keywords: hyperspectral image (HSI); spectral-spatial feature fusion;
classification; Gabor filters; Shapelets; 2D-CNN.
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Abstract

In terms of network topology, one of the extensively utilized
technologies is the intrusion detection system (IDS). Despite applying
numerous machine learning approaches (supervised and unsupervised)
to enhance efficacy, reaching high-grade performance is still a
challenging problem for existing intrusion detection algorithms. This
study presents a new technique for IDS that focuses on various deep
neural networks (DNNs) and their combination for data classification.
The proposed model consists of three parts: (1) the feature selection is
composed of an intersection of mutual information based on the
transductive model (MIT-MIT), Anova F-value, and Genetic
Algorithm (GA) methods, (2) the second section is a classifier network
using a hybrid CNN-LSTM algorithm, and (3) the hyperparameter
optimization module that puts to use Firefly, BAT, and Gray Wolf
algorithms. In order to validate and verify the suggested model via
accuracy, F1 score, recall, and precision criteria, a benchmark dataset,
namely, NSL-KDD, is employed, which compares the proposed
method with the highly developed classifiers. The comparison
outcomes confirmed the surpassing of the presented strategy over
contrast algorithms.

Keywords: feature selection; hybrid classifier; intrusion detection system; deep
learning; meta-heuristic optimization algorithms.
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Abstract

Audio noise has no unigque definition, but in general, it includes
background and environmental sounds such as objects movements,
animal sounds, and etc. These sounds distract listeners and lead to loss
of main content. Noise reduction is a process for removing such these
unwanted sounds and extracts clear noise-free sound of an audio
source. All proposed methods for this problem deal with some
challenges such as residual noise, low speed performance, ambiguity
in separation. In this paper an automated system is proposed to
eliminate noise signal from noisy audio of an audio-visual data. This
system utilizes audio and visual features of main sound source
(musical instruments) to feed its two internal DNN based models: a)
object detection and b) sound separation model. First, an object
detection model which is designed by transfer learning method is used
to identify sound source in video frames. Then based on detected
source, a specific sound separation model is applied to noisy signal
and extracts the noise-free audio signal. Audio and visual features play
a complementary role in noise reduction process and its positive effect
is obvious in obtained results. The experimental results indicate that
under the noisy environment, especially in real-time applications, the
proposed noise reduction scheme improves the quality of the extracted
noise-free sound in comparison with other algorithms.

Keywords: noise reduction; video processing; deep learning; sound separation;
object detection
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Abstract

In this paper, a new partial categorical attributes dataset (CA-Market) based on images
of the Market1501 dataset has been introduced, for the sake of improving the attribute
detection task. Most attributes detection datasets (human appearance features
detection) are not partially categorical and do not properly take into account the inner
classes diversity. Increasing the diversity of inner parts (gender, head, upper-body
clothes, lower-body clothes, bags, shoes, and colors) before annotating can ease the
decision-making process by dividing labels into individual categories. CA-Market
contains 46 binary attributes in 10 parts from head to foot and their colors which are
annotated in image-level. For example, the attributes of the leg part are skirts, shorts,
and pants which are carefully chosen to be categorized for a classification task. In this
research, the effect of the labeling approach is studied. Hence, a common
classification method is used and only datasets or baselines are changed for
comparisons. Baselines are based on Omni-Scale, Resnet50, and Hydra-Plus
architectures to compare the CA-Market1501 dataset with the Market1501 attribute
dataset in the same setting. CA-Market demonstrates a new representation of data as
a part-based format which can gain better results. This approach, without adding any
extra modules, achieved a significant enhancement. For instance, accuracy in the
vectorized format is over 92%, in the categorized is over 90% which shows the
effectiveness of part-based attribute annotating. Also, hair, backpack, upper color, and
lower color as the common attributes between Market1501-attribute and CA-Market
datasets are achieved 90.26, 88.04, 94.55, and 94.18 classification accuracy which can
outperform existing state-of- the-art approaches.

KeyWOI’dS: Attribute detection, Attribute recognition, person re-identification,
Annotating, CA-Market
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Abstract

Despite the recent success in data-driven fault diagnosis of rotating
machines, there are still remaining challenges in this field. Among
the issues to be addressed, is the lack of information about variety of
faults the system may encounter in the field. In this paper, we assume
a partial knowledge of the system faults and use the corresponding
data to train a convolutional neural network. A combination of t-SNE
method and clustering techniques is then employed to detect novel
faults. Upon detection, the network is augmented using the new data.
Finally, a test setup is used to validate this two-stage methodology on
a centrifugal pump and experimental results show high accuracy in
detecting novel faults.

Keywords: centrifugal pump, condition monitoring, classifi-cation,
convolutional neural network, t-SNE, clustering.
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Abstract

Industrial alarm systems have recently progressed considerably in
terms of network complexity and the number of alarms. The increase
in complexity and number of alarms presents challenges in these
systems that decrease system efficiency and cause distrust of the
operator, which might result in widespread damages. One contributing
factor in alarm inefficiency is the correlated alarms. These alarms do
not contain new information and only confuse the operator. This paper
tries to present a novel method for detecting correlated alarms based
on artificial intelligence methods to help the operator. The proposed
method is based on graph embedding and alarm clustering, resulting
in the detection of correlated alarms. To evaluate the proposed method,
a case study is conducted on the well-known Tennessee-Eastman
process.

Keywords: alarm systems, clustering, graph embedding, correlated alarms
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Abstract

The response signals of temperature modulated gas sensors contain
essential information about measured target gas that must be separated
from other correlated, redundant, or noisy data. This issue becomes
more critical when variations in environmental factors such as relative
humidity of target gas or background odors affect the sensor response.
Conductance values of two electronic noses based on a single TGS-
2602 and a single FIS SP-53B sensors to four gases and clean air at a
wide range of relative humidity levels were measured for analyzing
the response features. The role of each feature and increasing the
number of features in the accuracy of an SVM classifier are
investigated. A method is proposed based on removing non-
informative features and compared to four conventional feature
selection techniques. It is shown that our proposed scheme with a
simple SVM classifier results in 96.7% detection accuracy for TGS-
2602 and 98.8% for FIS SP-53B, which is up to the accuracy value of
common or advanced methods of selecting features. It is concluded
that employing feature selection techniques is more beneficial for the
TGS-2602 dataset, which had more destructive features than FIS SP-
53B. In conclusion, when working with an E-Nose dataset, it is first
necessary to explore the important features to find out whether feature
selection is required or not, and if needed, which feature selection
method provides the best accuracy.

Keywords: Electronic Nose (E-Nose); Feature selection; Informative Response
Features, Metal oxide gas sensor; Temperature modulation
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Abstract

In general, speech processing models consist of a language model
along with an acoustic model. Regardless of the language model’s
complexity and variants, three critical pre-processing steps are needed
in language models: cleaning, normalization, and tokenization.
Among mentioned steps, the normalization step is so essential to
format unification in pure textual applications. However, for
embedded language models in speech processing modules,
normalization is not limited to format unification. Moreover, it has to
convert each readable symbol, number, etc., to how they are
pronounced. To the best of our knowledge, there is no Persian
normalization toolkits for embedded language models in speech
processing modules, So in this paper, we propose an open-source
normalization toolkit for text processing in speech applications.
Briefly, we consider different readable Persian text like symbols
(common currencies, #, @, URL, etc.), numbers (date, time, phone
number, national code, etc.), and so on. Comparison with other
available Persian textual normalization tools indicates the superiority
of the proposed method in speech processing. Also, comparing the
model’s performance for one of the proposed functions (sentence
separation) with other common natural language libraries such as
HAZM and Parsivar indicates the proper performance of the proposed
method. Besides, its evaluation of some Persian Wikipedia data
confirms the proper performance of the proposed method.
Keywords: pre-processing; normalization; speech processing
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Abstract

The detection and classification of induction motor faults using a
one-dimensional convolutional neural network is discussed in this
paper. A one-dimensional deep neural network is learned utilizing
three-phase current and voltage signals from an induction motor
system. The results of experiments show that the one-dimensional
deep convolutional neural network method effectively diagnoses the
induction motor conditions (Bearing fault, Rotor bar broken, short
circuit stator winding 8% and 12.5% ).

Keywords: Classification, Deep Neural Network, Fault, In- duction Motor,
One-Dimensional Convolutional Neural Network.
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Abstract

According to WHO 2019 announcement, around 50 million people are
suffering from epilepsy worldwide. As epilepsy causes some seizures
in the brain, seizure detection can play an essential role in treating
patients. In this paper, we concentrated on different graph-based
methods intending to classify seizure and non-seizure states of the
brain based on recorded EEG signals. We worked on Temple
University Hospital (TUH) dataset which includes both focal and
generalized seizures. Our goal was to reach a comprehensive
comparison between these methods. Three methods were discussed:
graph features, graph kernels, and graph multi-kernels. We considered
each EEG channel as a node in the graph model. Also, graph edges
were built through functional connectivity between every two nodes’
signals. Therefore, we constructed one graph for each second of every
patients’ recorded EEG. Then, by using constructed graphs, we
extracted some features from them, or calculated kernel matrix for
each couple of them which reflects the similarity between graphs. In
the multi-kernel method, these two approaches gathered together.
After comparing the outcomes, we found kernel and multi-kernel
methods more effective on this dataset. The best result is attained by
multi-kernel method which has an accuracy of 72.1% and a sensitivity
of 71.9%.

Keywords: seizure detection, EEG signals, graph classification, graph features,
graph kernels, graph multi-kernels
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Abstract

Detecting the bridging edges is a fundamental issue in complex
networks, for investigating the network connectivity, modularity,
immunization, and percolation. However, less attention has been paid
to studying the edge importance. Also, few available edge centrality
measures, are suffering from low accuracy in distinguishing the vital
edges, and have high time complexity. Considering these issues, in this
paper we propose a novel edge centrality measure for detecting
bridging edges by utilizing local neighborhood information of the
edges. The negative effect of the alternative paths between the ending
nodes of the corresponding edge is also considered in the proposed
formula. Experimental results indicate the superior performance of the
approach in all the real-world datasets.

Keywords: Bridging edges, Complex networks, Edge centrality, Local
centrality
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Abstract

With the expansion of deep learning (DL) and machine learning (ML)
methods, fault diagnosis based on data-driven models has recently
become controversial. However, due to the lack of sufficient labeled
data in fault diagnosis, the depth of proposed DL models is less than
other models in computer vision areas, which decreases the
generalization and accuracy of models. Deep transfer convolutional
neural network (DTCNN) with powerful feature extracting is used to
tackle this dilemma. In this study, DenseNet201, ResNet152V2 and,
MobileNetV2 are chosen as DTCNN models for feature extraction.
Firstly, vibration signals are converted into time-frequency RGB
images by continuous wavelet transform (CWT). Then, the high-level
features of images are extracted by the DTCNN models. Finally,
different types of bearing faults are classified by DL and ML
classifiers. The experiment is validated on the famous Case Western
Reserve University (CWRU) bearing data set. The result demonstrates
that the proposed DTCNN models achieve the best accuracy rate in the
classification task and are faster to learn than many other existing DL
and ML models.

Keywords: Fault diagnosis, Transfer learning, Deep learning, Machine
learning, Continuous wavelet transform
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Abstract

Sleep staging is necessary for the diagnosis of sleep disorders and
evaluating the quality of sleep. Scoring of sleep stages is mainly done
manually by a specialist based on Polysomnography data and mainly
EEG, which is very time consuming and costly. Hence, it is essential
to provide an automated method. This paper proposes an automatic
sleep staging method based on brain effective connectivity. In this
study, using the Granger causality criterion, causality matrices for
each epoch of EEG data sampled from 10 healthy individuals were
extracted as features. Then, the Gaussian SVM classifier has been
employed to classify sleep stages using extracted features. For feature
reduction, two algorithms, PCA and RSFS, were assessed, but we did
not apply feature reduction in the final method due to the insignificant
effect on classification accuracy. Finally, we were able to classify
sleep stages with 72.7% accuracy and Cohen's Kappa Coefficient of
0.65. The experimental results demonstrate that the combination of
Granger causality features and SVM can be used as an efficient
framework for automated sleep stage scoring with regard to promising
classification performance in terms of accuracy and Cohen’s Kappa
coefficient.

Keywords: Sleep staging, brain effective connectivity,
Electroencephalography (EEG), granger causality, sleep scoring,
Polysomnography (PSG)
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Abstract

In social networks, the problem of influence maximization seeks for a
solution to find individuals or nodes in different communities so that
they can diffuse information influence among a wide range of other
nodes. The proposed algorithms for influence maximization problem
have many drawbacks. For example, the computational overhead is
very high and also the seed nodes is not selected optimally. For this
reason, the influence does not spread totally in the social network.for
solving the problem, This paper provides the SFIM algorithm and uses
the idea of layering community nodes and identifying valuable layers
to limit the search space. The operation is continued only on nodes of
valuable layers, which significantly reduces the algorithm's runtime.
Then, the best set of influential nodes with the highest accuracy is
found by considering the main criteria of centrality topology such as
harmonic and degree. Accuracy in selecting a node is one of the most
important needs of the problem that is best answered. Moreover,
different experiments and datasets indicate that this algorithm can
provide the best efficiency required to solve the problem compared to
other algorithms.

KeyWOI’dS: Infiltration Maximization, Social Networks, K-shell Algorithm,
Centrality Topology , Harmonic Centrality
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Abstract

Transcranial magnetic stimulation (TMS) is increasingly used in basic
as well as clinical research. Intermittent theta burst stimulation (iTBS)
with high stimulation intensities are typically applied on frontal cortex
as therapy for the modulation of functional connectivity of brain in
patients with mood disorders. However, there are not yet sufficient
understanding of the impacts of this technique on brain neuronal
activities. In this study, we aimed to investigate the network
reorganization following the offline application of iTBS to prefrontal
cortex at two different intensities. The network architecture was
analyzed using resting state functional magnetic resonance imaging as
well as graph theory analysis. Results show that the offline iTBS,
applied to just one node of the brain network, changes the whole
organization of the network. Furthermore, the reorganization followed
by the stimulation is dependent on the intensity of the applied
stimulation. Moreover, our research suggests that the network analysis
can bring new insights into the mechanism of transcranial magnetic
stimulation, and improves our understanding of its local as well as
global effects.

Keywords: resting state functional magnetic resonance imaging (rsfMRI);
transcranial magnetic stimulation; graph theory analysis; prefrontal cortex;
intermittent theta burst stimulation
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Abstract

We consider an energy-harvesting 10T device transmitting delay- and
jitter-sensitive data over a wireless fading channel. Given the limited
harvested energy, our goal is to compute optimal transmission control
policies that decide on how many packets of data should be transmitted
from the buffer’s head-of-line at each discrete timeslot such that a
long-run criterion involving the average delay/jitter is either
minimized or never exceeds a pre-specified threshold. We utilize a
suite of Q-learning-based techniques (from the reinforcement learning
theory) to optimize the transmission policy in a model-free fashion.
Compared to prior work, our novelty lies in proposing a model-free
learning algorithm that enables jitter-aware transmissions by
penalizing control decisions with the variance of the delay cost
function. Extensive numerical results are presented for performance
evaluation.

Keywords: Delay; Energy Harvesting; Jitter; Transmission Control; Markov
Decision Process; Reinforcement Learning
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Abstract

Autism spectrum disorder is one kind of brain developmental
disorders. The easiest way to diagnose persons with autism is done
through speech processing techniques. However, limited researches
have been done in this field. The reason may be due to the lack of valid
and suitable datasets in this field. Therefore, in this paper, while
analyzing the existing datasets in this field, the process of designing,
collecting and evaluating a Persian speaker-independent dataset to
diagnose children with autism (PersionSIChASD dataset) using
speech processing methods has been discussed. Data collection has
been done under the supervision of an autism specialist. The dataset
includes those phonetic units that children with autism have difficulty
in saying them, correctly. The results of evaluating the proposed
dataset have shown speech recognition accuracies equal to 76% and
12% for phonetic units articulated by typical and autism infected
children, respectively. The significant difference between the
mentioned recognition rates (about 64%) could be exploited to
diagnose autism infected children.

Keywords: Diagnose speech abnormalities; Autism; Speech Database; speech
processing; Hidden Markov Model.
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Abstract

Increased penetration of distributed energy resources (DERS) in smart
grids (SG) has sparked a new movement to consumer-centric structure
as marketplaces based on peer-to-peer (P2P) models. Participants can
directly agree bilateral power transactions in P2P markets to balance
producers and consumers. The trading mechanism should be well-
designed to encourage participants to operate actively in the trading
activity. This article proposes a trading strategy for P2P strategy in
SG. The proposed framework is modeled using the Whale
optimization algorithm (WOA). In order to evaluate the proposed
optimization method, particle swarm optimization (PSO) and classical
optimization methods are carried out. The compared results show that
the convergency of proposed method is faster than PSO algorithm.

Keywords: Whale optimization algorithm; Smart-grids; Decentralized peer-to-
peer trading
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Abstract

A Hardware Trojan (HT) is a malicious modification of the circuitry
of an integrated circuit. The importance of Hardware Trojan detection
increases with increase in the complexity of integrated circuits. The
possible effects of the insertion of a Hardware Trojan involve a range
of harms from leakage of sensitive information to the complete
destruction of the integrated circuit itself. Non-invasive methods of
Hardware Trojan detection are divided into two general categories:
performance testing and side channel analysis. Hardware Trojan
detection using thermal imagery is one of the side channel analysis
methods which have recently been considered. In this paper, we
propose a Hardware Trojan detection method on FPGA, based on
thermal image processing of defected and authentic chips assuming
that a golden chip is available. We also provide a dataset of thermal
images captured from multiple experiments on a certain FPGA board.
Each experiment contains 12 images taken in 55 seconds of working
FPGA. The Hardware Trojan detection method relies on extracting
two different features from images and detecting the presence of a
Hardware Trojan using machine learning techniques. Results shows
that if proposed method is combined with a basic method, hardware
Trojan detection accuracy can be increased, significantly.

Keywords: Hardware Trojan detection, side channel analysis, thermal image
analysis, FPGA.
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Abstract

Adding functional analysis to the videos captured by surveillance
cameras can provide handy information to their users. Mining the
existing trajectories in a video is one of the most valuable features,
discovering the prevalent patterns and their density in the video, and it
helps reveal some unusual and abnormal movements more easily. In
this paper, the data obtained through the execution of detection and
tracking algorithms are processed in various steps and used to train a
hierarchical clustering model by deploying a modified version of the
DTW algorithm. This practical approach does not need massive
datasets for the training procedure and can be applied to any
surveillance video containing different types of objects. The proposed
method utilizes information extracted from the objects in a video to
generate the existing primary trajectories. Additionally, a practical
algorithm for modeling the background in surveillance movies is
proposed to illustrate clustering outputs.

Keywords: trajectory clustering, dynamic time warping, within the sum of
square, background extraction, surveillance video analysis
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Abstract

In this work, we present a powerful notch filter for power-line
interference (PLI) cancelation from biomedical signals. This filter has
a unit gain and a zero-phase response. Moreover, the filter can be
implemented adaptively to adjust its bandwidth based on the signal-
to-noise ratio. To realize this filter, a dynamic model is defined for PLI
based on its sinusoid property. Then, a constrained least square error
estimation is used to emerge the PLI based on the observations while
the constraint is the PLI dynamic. At last, the estimated PLI is
subtracted from recordings. The proposed filter is assessed using
synthetic data and real biomedical recordings in different noise levels.
The results demonstrate this filter as a very powerful and effective
means for canceling the PLI out.

Keywords: Power-line interference, noise cancelation, notch filter, adaptive
filter, biomedical recordings.
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Abstract

Most of the learning based single image super-resolution networks
employ intensity loss which measures pixel-wise difference between
the estimated high resolution image and the ground truth. Since image
components are different with respect to their saliency for HVS, it is
desired to weight their impact on the loss functions accordingly. In this
paper, a simple perceptual loss function is introduced based on the
JPEG compression algorithm. In fact, the two compared images are
transformed into DCT domain and then divided by the weighted
guantization matrix. The difference between the resultant DCT
coefficients shows the most effective components for HVS and can be
considered as a perceptual loss function. The experimental results
illustrate that employing the proposed loss promotes the convergence
speed, and also, provides better outputs in terms of qualitative and
guantitative measures.

Keywords: single image super-resolution, deep learning, neural networks,
JPEG, DCT, loss function
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Abstract

Nowadays, biometrics like face, voice, fingerprint, and iris are
widely used for the identity authentication of individuals. Automatic
Speaker Verification (ASV) systems aim to verify the speaker's
authenticity, but recent research has shown that they are vulnerable
to various types of attacks. A large number of Text-To-Speech
(TTS) and Voice Conversion (VC) methods are being used to create
the so-called synthetic or deepfake speech. In recent years,
numerous works have been proposed to improve the spoofing
detection ability to protect ASV systems against these attacks. This
work proposes a synthetic speech detection system, which uses the
spectrogram of Constant Q Transform (CQT) as its input features.
The CQT spectrogram provides a constant Q factor in different
frequency regions similar to the human perception system. Also,
compared with Short-Term Fourier Transform (STFT), CQT
provides higher time resolution at higher frequencies and higher
frequency resolution at lower frequencies. Additionally, the CQT
spectrogram has brought us low input feature dimensions, which
aids with reducing needed computation time. The Constant Q
Cepstral Coefficients (CQCC) features, driven from cepstral
analysis of the CQT, have been employed in some recent works for
voice spoofing detection. However, to the best of our knowledge,
ours is the first work using CQT magnitude and power spectrogram
directly for voice spoofing detection. We also use a combination of
self-attended ResNet and one class learning to provide our model
the robustness against unseen attacks. Finally, it is observed that
even though using input features with relatively lower dimensions
and reducing computation time, we can still obtain EER 3.53% and
min t-DCF 0.10 on ASVspoof 2019 Logical Access (LA) dataset,
which places our model among the top performers in this field.

Keywords: Voice Spoofing Detection; Deep Neural Networks; Biometrics;
Constant Q Transform; Deepfake Audio Detection
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Abstract

Nowadays, one of the most challenging issues in the field of remote
sensing and satellite imagery is production of cadastral maps.
Synthetic aperture radar (SAR) images are among the most widely
used satellite images in the last decade. Due to radar nature of these
images, the buildings in SAR images face with two problems: shadow
and layover. Morphological mathematics are efficient tools for
detection of buildings with providing a contextual profile containing
shape and geometrical characteristics of the objects in radar images.
By using the suggested method, two characteristics of shadow and
brightness are detected separately. Then, the construction areas are
extracted by using a fuzzy fusion approach. In this method, various
parameters such as size and direction of the structural element and the
weighting factor of the shadow, bright area, and the recursive
parameter have to be determined independently. To this end, an
iterative method using MSE is suggested. The experimental results
show a detection rate of 94.3% achieved by the proposed method.

Keywords: morphological profile, synthetic aperture radar, building extraction,
geometry visibility.
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Abstract

Regarding the development of the web and increasing user interaction,
different users' opinions about different phenomena have been
observed. In recent years, the detection of Abusive language in online
content used by users has become a necessity. Twitter is a platform in
which users can share text messages. On Twitter, different people
express their opinion on different topics with different kinds of
literature, some of which are accompanied by Abusive words. On the
one hand, Abusive comments can be derogatory and harmful to those
who share content. On the other hand, filtering these comments in
languages other than English is difficult and time-consuming. Most
social media platforms are still looking for more efficient ways to filter
comments because the manual method is expensive, slow, and risky.
Automating helps better identify and filter Abusive comments and
increase user safety. In the present article, a deep learning method is
presented to detect users' Abusive words in Persian tweets. Due to the
lack of appropriate data in Persian, we created a database of 33338
Persian tweets, of which 10% contained Abusive words and 90% were
non-Abusive. Perhaps the easiest way is to use a fixed list and filter
comments. So, a list of 648 Abusive words in Persian was prepared
and used to test the database (accuracy of 76%). Finally, a deep neural
network is implemented to detect Abusive words using the Bert
language model, and it had the best performance with an accuracy of
97.7%.

Keywords: abusive comments, Persian tweets, machine learning, deep
learning, Bert
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Abstract

Among neurodevelopmental disorders, attention deficit hyperactivity
disorder (ADHD) is the most prevalent disorder in childhood. Early
diagnosis and treatment of this disorder can reduce negative impacts,
such as learning difficulty, antisocial behaviours, financial problems
and divorce in adulthood. Although clinical diagnoses are currently
available, they are based on patient behaviours and are not reliable.
Researchers developed different methods to discover a biomarker that
can help accurate diagnosis. Biological signals such as
electroencephalography (EEG) draw the most interest because of their
ability to record neurons electrical activity. We propose a deep
learning framework that combines the ConvLSTM and attention
mechanism. To provide the input for this framework, we first calculate
a dynamic connectivity tensor. This technique is more effective than
feature extraction methods such as Fourier transform-based
approaches and nonlinear analyses. Due to the structure of
ConvLSTM, the model can extract temporal and spatial features
simultaneously, and the attention mechanism provides insights for the
model to score different time instants in EEG data. These two steps
lead to effectively encoding a compact representation of EEG signals.
It is the first time to apply ConvLSTM and the attention mechanism
combination on time series data. To examine the proposed framework,
we run our experiments on 400 data instances. We trained our model
using 5-fold cross-validation. After ten different executions, the best
model has an accuracy of 99.75%, which is the superior performance
among the studies on this data.

KeyWOI’dS: ADHD; Attention Mechanism; ConvLSTM; Deep Learning; EEG.
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Abstract

Face super-resolution, known as face hallucination, is a domain-
specific image super-resolution problem, which refers to generating
high resolution face images from their low resolution. State-of-the-art
face super-resolution methods used deep convolutional neural
networks. However, due to significant pose changes and difficulty in
recovering high-frequency details in facial areas, most of these
methods do not deploy facial structures and identity information well,
and it is tough for them to reconstruct super-resolved face images.
According to previous researches, proper use of low-resolution image
edges can be a solution for these problems. EIPNet (Edge and Identity
Preserving Network) is one of the newest methods to achieve
outstanding results in this area. In the EIPNet method, the authors used
a lightweight edge extraction block in the proposed GAN structure. In
this research, we intend to improve the performance of the EIPNet
method by presenting a simple but efficient technique. Our proposed
technique divides the face images into upper and lower parts. We train
a separate network for each area. This technique reduces the number
of face components to train from each area, and the networks can better
be trained from their components. The results show that this technique
can have an excellent effect on visual quality and quantitative
measurements in face super-resolution.

Keywords: Super-resolution; Face hallucination; Generative Adversarial
Network; Facial components
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Abstract

In the recent decade, the field of biometrics was revolutionized thanks
to the rise of deep learning. Many improvements were done on old
biometric methods which reduced the security concerns. Before
biometric people verification methods like facial recognition, an
imposter could access people’s vital information simply by finding out
their password via installing a key-logger on their system. Thanks to
deep learning, safer biometric approaches to person verification and
person re-identification like visual authentication and audio-visual
authentication were made possible and applicable on many devices
like smartphones and laptops. Unfortunately, facial recognition is
considered to be a threat to personal privacy by some people.
Additionally, biometric methods that use the audio modality are not
always applicable due to reasons like audio noise present in the
environment. Lip-based biometric authentication (LBBA) is the
process of authenticating a person using a video of their lips’
movement while talking. In order to solve the mentioned concerns
about other biometric authentication methods, we can use a visual-
only LBBA method. Since people might have different emotional
states that could potentially affect their utterance and speech tempo,
the audio-only LBBA method must be able to produce an emotional
and speech tempo invariant embedding of the input utterance video. In
this article, we proposed a network inspired by the Siamese
architecture that learned to produce emotion and speech tempo
invariant representations of the input utterance videos. In order to train
and test our proposed network, we used the CREMA-D dataset and
achieved 95.41% accuracy on the validation set.

Keywords: Biometrics; Deep Siamese Network; Lip-Based Biometrics; Video
Processing
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Abstract

Holography is a 3D capturing and displaying system. Many formats
have been suggested to store holographic images with the highest
quality and minimum file size. Here, we suggest combining two AV1
codecs to make a secondary error image and use it in a linear
regression block to compensate for the main AV1 compression error.
Since the phase part is the most challenging part of holograms, the
proposed method addresses the compression problem in phase. The
obtained results reveal that the proposed method can outperform the
state-of-the-art codecs in terms of PSNR and SSIM criteria. Besides,
comparing BD-PSNR and BD-Rate results with usual AV1, confirms
the proposed method has an average about 5.04dB, which is -22.1%
better Object plane performance, and 4.57dB, which is -20.66% better
in Holo plane performance, in terms of BDPSNR and BD-Rate,
respectively.

Keywords: digital holography; object plane; holo plane; phase compression
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Abstract

In recent years, object detection with two-stage methods is one of the
highest accuracies, like faster R-CNN. One-stage methods which use
a typical dense sampling of likely item situations may be speedier and
more straightforward. However, it has not exceeded the two-stage
detectors' accuracy. This study utilizes a Retina network with a
backbone ResNet50 block with multi-head self-attention (MHSA) to
enhance one-stage method issues, especially small objects. RetinaNet
is an efficient and accurate network and uses a new loss function. We
swapped c5 in the ResNet50 block with MHSA, while we also used
the features of the Retina network. Furthermore, compared to the
ResNet50 block, it contains fewer parameters. The results of our study
on the Pascal VOC 2007 dataset revealed that the number 81.86 %
MAP was obtained, indicating that our technique may achieve
promising performance compared to several current two-stage
approaches.

Keywords: Object detection; RetinaMHSA; RetinaNet; Self-Attention.
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Abstract

This paper attempted to assess the performances of two simulation models of
generation rate constraint (GRC) for two area thermal systems to achieve optimal load
frequency control (LFC). The dynamical models of GRC investigated in this work are
coined as open loop and closed loop GRC which are extensively utilized by the
researchers without providing specific analysis for their selection and suitability. This
paper facilitates the selection of appropriate and most effective GRC structures based
on dynamical analysis about the thermal system to obtain LFC optimally. Two area
thermal system has been examined with different GRC models in the platform of
MATLAB/SIMULINK under supervision of two degrees of freedom (DOF)-PID
(2DOF-PID) controller optimized with seagull optimization algorithm (SOA).
Simulation results demonstrate the most suitable GRC model for the thermal system
to obtain optimal LFC.

Keywords: Generation rate constraint, Load frequency control, Seagull
optimization algorithm, 2DOF-PID
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Abstract

In this paper, a new distributed boosting technique has been proposed
based on particle swarm optimization (PSO) in order to efficiently
perform the regression modeling in wireless sensor networks (WSNS).
The proposed algorithm learns the network regressor in two stages: (i)
the clusters regressors are learned using distributed PSO, and (ii) the
accuracy of the obtained models are improved through a boosting
technique. The results on real dataset show that the proposed algorithm
could obtain high accurate model with completely acceptable energy
consumption in comparison to other distributed algorithms.

Keywords: Particle Swarm Optimization; Regression; Wireless Sensor
Networks; Boosting; Machine Learning.
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Abstract

Echo state network (ESN) is a powerful and efficient tool for
displaying dynamic data. However, many existing ESNs have
limitations for properly modeling high-dimensional data. The most
important limitation of these networks is the high amount of memory
consumed due to their reservoir structure and the linear output of the
ESN network, which prevents the increase of reservoir units and the
effective use of higher-order statistics of the features provided by its
reservoir units. In this research, a new structure based on ESN is
presented, in which quaternion algebra is used to compress the
network data with the simple split function, and the output linear
combiner is replaced by a multidimensional bilinear filter. This filter
will be used for nonlinear calculations of the output layer of the ESN.
In addition, the two-dimensional principal component analysis
(2dPCA) technique is used to reduce the number of data transferred to
the bilinear filter. In this study, the coefficients and the weights of the
quaternion nonlinear ESN (QNESN) are optimized using genetic
algorithm (GA). In order to prove the effectiveness of the proposed
model compared to the previous methods, experiments for speech
emotion recognition (SER) have been performed on EMODB dataset.
Comparisons show that the proposed QNESN network performs better
than the simple ESN and most currently SER systems.

Keywords: speech emotion recognition; echo state network; quaternion
algebra; bilinear filter
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Abstract

Data and patterns are the most important indicators in the world of
information. Clustering is one of the best ways to enter the big data
world. The main ability of the clustering is to enter the data space and
recognize the data structure. Quantum Clustering (QC) is a innovative
clustering method that aims to detect the potential components of a
data set, based on physical concepts. QC is a new heuristic formulating
procedure based on the Schrédinger equation. The main assumption in
QC is that the number and location of minimums Schrédinger
potential(V) will determine the number and centers of the clusters. In
standard QC, the first step is to construct the wave function using the
Parzen window symmetric estimator, and the next step is to solve the
Schrodinger equation for this wave function. These hypotheses lead
the clustering problem to solve the Schrddinger equation for an
asymmetric harmonic oscillator. In this paper, we improve the
clustering results of QC by considering the asymmetric Parzen
estimator and solving the Schrédinger equation for the asymmetric
harmonic oscillator.

Keywords: Machin elearning; Clustering; Quantum mechanics; Supervised
learning
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Abstract

Brain Computer Interfaces (BCI) translating brain wave signals into
practical commands to operate external devices by which augment
human capabilities. However, many issues face the development of
BCls such as how to extract commands from EEGs due to the low
signal-to-noise ratio (SNR) of EEG signals. This paper investigates an
EEG-driven hardware-in-loop (HIL) experimental robot for BCI
stimulation system individualized design and validation. Based on
power spectrum data collected in real-time by the two TGAM
electrodes, we developed a novel BCI stimulation system that allows
us to adjust robot navigation. By using the SVM model, the EEG
signals are preprocessed and converted into mental commands (e.g.
forward, left...) to navigate the simulated robot. The average accuracy
of the robot movement was 62.6%, which obtained Cohen’s Kappa
coefficient are significantly better than chance (k = 0.50). Our results
showed that the robot control can be achieved with reduced accuracy
under the respective experimental conditions in a simulation
environment.

Keywords: Brain Computer Interfaces; formatting; EEG; HiL; Weareable
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Abstract

Topological data analysis (TDA) is a new and rapidly growing field of
modern data science that uses topological, geometric, and algebraic
tools to extract structural features from very complex and large-scale
data that are usually incomplete and noisy. The primary motivation for
studying this method was to study the shape of data, which has been
connected to branches of pure mathematics such as homology,
cohomology, and algebraic topology. In this method, the topological
space obtained from cloud data can give it an interpretation of
distance, continuity, and connectedness so patterns and relationships
between the data are discovered quickly. In other words, using this
method, the original information can be obtained from the sample or
accidental information that was lost or messed up during sampling.
One of the main tools of TDA is persistent homology. In this paper,
after introducing the necessary mathematical concepts, through
computing persistent homology and extracting appropriate features,
we provide a new dataset, and we then develop a deep learning
architecture to predict the protein secondary structure from the
constructed dataset. The accuracy of the proposed method is at least
5% higher than the accuracy of the previous methods.

Keywords: Protein Secondary Structure Prediction, Topological Data
Analysis, Deep Learning
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Abstract

In this research, we have proposed a hew scheme to detect and extract
the activity of an unknown smooth template in presence of white
Gaussian noise with unknown variance. In this regard, the problem is
modeled by a binary hypothesis test, and it is solved employing the
generalized likelihood ratio (GLR) method. GLR test uses the
maximum likelihood (ML) estimation of unknown parameters under
each hypothesis. The ML estimation of the desired signal yields an
optimization problem with smoothness constraint which is in the form
of a conventional least square error estimation problem and can be
solved optimally. The proposed detection scheme is studied for P300
elicitation from the background electroencephalography signal. In
addition, to assume the P300 smoothness, two prior knowledge are
considered in terms of positivity and approximate occurrence time of
P300. The performance of the method is assessed on both real and
synthetic datasets in different noise levels and compared to a
conventional signal detection scheme without considering smoothness
priors, as well as state-of-the-art linear and quadratic discriminant
analysis. The results are illustrated in terms of detection probability,
false alarm rate, and accuracy. The proposed method outperforms the
counterparts in low signal-to-noise ratio situations.

Keywords: Signal activity detection, hypothesis test, smooth signal, white
Gaussian noise.
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Abstract

Advances in technology and the human tendency to use virtual
services are constantly increasing in all areas of life. Online ride-
hailing services are not an exception to this rule. Due to the financial
transactions in these systems, the possibility of fraud by profiteers also
increases which can affect the revenue of such services significantly.
In this paper, we propose a system that can detect fraud in online ride-
hailing systems. We address frauds that occur using the ride collusion
method or creating a fake ride using GPS spoofing applications. We
have used real unlabeled data from one of the largest ride-hailing
companies in Iran for this purpose. Our system first identifies the
most important features that help us distinguish real rides from fake
rides, then it uses unsupervised learning methods to detect ride
anomalies. After identifying the anomalies and examining these rides,
we label the data, and use supervised learning methods to construct the
fraud detection model.

Keywords: Online ride-hailing systems, Anomaly detection, Fraud detection,
Fake rides, Labeling
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Abstract

In recent years, advancement of the industry and increased human
activities created significant pollution in the marine environment and
coastal regions of the Persian Gulf. These pollutions cause various
diseases and serious damages to the human health and animal species.
Early identification of various pollutions helps the coastal
management to organize their resources and rapidly respond to the
problems. Due to the large scale of the coastal regions, manual
investigation of the pollutions is a very time-consuming task.
Unmanned robots can be used as autonomous agents for rapid large-
scale detection and classification of pollutions in the coastal regions.
In this paper, an artificial intelligence-based vision system for
autonomous marine pollution detection is proposed. A combination of
computer vision and machine learning methods are used for
autonomous detection of various pollutions in the coastal and marine
environment. In this study, 3000 images of Persian Gulf coastal
pollutions is collected and used for training an artificial intelligence
system for coastal conservation. The experimental results shows that
the proposed framework has a 98% accuracy for identifying and
classifying coastal and marine pollutions. The proposed system can be
used as the vision system of an autonomous coastal conservation robot
and increase the speed of coastal conservation and management
significantly.

KeyWOI’dS: Pollution detection; Artificial intelligence; Marine management;
Coastal conservation.

AR




N

7th International Conference on Signal

Processing and Intelligent Systems

December 29th and 30th, 2021
Iran University of Science and Technology

A Successive Wavenumber Filtering Approach for Defect
Detection in CFRP using Wavefield Scanning

Mathias Kersemans™ ,Reza PR Hasanzadeh" ,Erfan Basiri’
1- Department of Electrical Engineering University of Guilan Rasht, Iran
erfan.basirirasht@gmail.com
2- Department of Electrical Engineering University of Guilan Rasht, Iran
hasanzadehpak@guilan.ac.ir
3- Mechanics of Materials and Structures Ghent University Ghent, Belgium
Mathias.kersemans@ugent.be

Abstract

Owing to the high sensitivity of carbon fiber reinforced polymer
(CFRP) to internal damages, defect detection through Non-destructive
testing (NDT) is deemed an essential task. One of the common
methods in NDT to achieve this aim is measuring and analyzing the
full-field guided waves propagation in CFRP plates. Scattered waves
corresponding to deep defects are usually obscured by other waves due
to their weak amplitude. A successful method to highlight these waves
is to use wavenumber filtering (WF). However, WF suffers from the
assumption that the optimal frequency range of excitation signal is
known beforehand, which is not always available. Another drawback
is that when more than one type of guided waves mode exist, this
method is not capable of highlighting desirable waves or vibrations
sufficiently. In this paper, full wavefield images are first constituted
by exciting the guided waves via broadband chirp signal and
registering them with scanning laser Doppler vibrometery (SLDV).
Then, a successive wavenumber filtering (SWF) approach is
introduced, which efficiently removes undesirable higher order guided
wave modes, and removes the need to know a priori the optimal
excitation frequency. Moreover, it is quantitatively and qualitatively
shown that the proposed approach could lead to better discrimination
between damaged and healthy area than conventional WF.

Keywords: Carbon fiber reinforced polymers, non-destructive testing,
wavenumber filtering ,Scanning laser Doppler vibrometery, Guided waves ,
defect detection.
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Abstract

In this article, the vision problem in a robotic application is under focus
to handle the grasping of objects based on a new method. Converting
an object into primitive objects is assumed to be done in the first step
of the vision scenario. The second step, which is the main contribution
of this paper, is classifying a primitive object and determining its
position, orientation, and dimensions. In this way, the voxel data with
three Cartesian channels of a primitive object is considered the input
of a convolutional neural network that extracts the required
parameters. A virtual camera in the simulation tool (Gazebo) is used
to prepare the necessary dataset for training the neural network.
Although the use of voxel data with Cartesian channels increases the
volume of input data and slows down the processing speed, it is shown
in this study that it effectively improves the accuracy of the network
in estimating the parameters of primitive objects. Based on the
provided virtual dataset, the mean errors when using Cartesian
channels are decreased 81%, -33%, and 53% for the position,
orientation, and dimensions, respectively, compared to binary voxel
data. In the same comparison, these errors are -7%, 80%, and 55%
lower than RGB data.

Keywords: bin-picking, primitive object detection, robot vision, voxel data
with three Cartesian channels, voxel data processing
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